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1 Jacobi Fields

What is the motivation for Jacobi Fields? How geodesics vary in a manifold. This depends on the metric, and
in fact, completely determined by the curvature. Let (M, g) be a Riemannian manifold. A Jacobi field J(t) is
a C∞ vector field on M defined along a geodesic

γ : [0, a] →M

that arises in the following way. Consider a smooth map

f : (−ε, ε)× [0, a] →M s.t. (s, t) 7→ f(s, t) = fs(t)

and
f(0, t) = γ(t)

We want this map to be a family of geodesics as parametrized by s ∈ (−ε, ε), i.e., for each s

fs : [0, a] →M t 7→ fs(t)

is a geodesic. How to connect with γ? We set
f0 = γ

Then we define

J(t) :=
∂f

∂s
(0, t) ∀ t ∈ [0, a]

Hence J is a vector field on γ.

1.1 Jacobi Equation

We want to derive an equation out of the motivation for J . Later we’ll see this is equivalent to the definition.

Lemma 1.1. Denote A := (−ε, ε) × [0, a] ⊂ R2. f : A → M is smooth map, and ∂
∂s ,

∂
∂t are C∞ vector fields

on M .
∂f

∂s
:= f∗(

∂

∂s
)

∂f

∂t
:= f∗(

∂

∂t
) ∈ C∞(A, f∗TM)

Let ∇ be Levi-Civita connection on (M, g). Denote D := f∗∇ as the pullback connection on A. Then note
curvature comes up (curvature has to do with commutators of vector fields). Recall the pullback of a connection

D(f∗Y ) = (f∗∇)(f∗Y ) := f∗(∇Y ) ∀ Y ∈ X(A), f∗Y ∈ C∞(A, f∗TM)

1. Hence one computes (using that Levi-Civita connection implies ∇ symmetric)

D

ds

∂f

∂t
− D

dt

∂f

∂s
= D ∂

∂s
f∗(

∂

∂t
)−D ∂

∂t
f∗(

∂

∂s
)

= f∗∇ ∂
∂s
f∗(

∂

∂t
)− f∗∇ ∂

∂t
f∗(

∂

∂s
)

= f∗

(
∇ ∂

∂s

∂

∂t

)
− f∗

(
∇ ∂

∂t

∂

∂s

)
= f∗

(
[
∂

∂s
,
∂

∂t
]

)
= 0 (1)

2. We differentiate once more to see curvature comes up.

D

dt

D

ds
f∗(

∂

∂t
)− D

ds

D

dt
f∗(

∂

∂t
) +D[ ∂

∂t ,
∂
∂s ]
f∗(

∂

∂t
) = (f∗R)(

∂

∂s
,
∂

∂t
)(f∗

∂

∂t
)

by definition of Rf∗∇. Now by previous computations the first term

D

ds
f∗(

∂

∂t
) =

D

dt
f∗(

∂

∂s
)

Hence

D2

dt2
∂f

∂s
− D

ds

D

dt

∂f

∂t
= R(

∂f

∂s
,
∂f

∂t
)
∂f

∂t
(2)

Notice (1) and (2) are true for any C∞ map f : A→M .
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3. Now we impose our setup, in addition that fs is a geodesic for any s ∈ (−ε, ε), i.e.

D

dt

∂fs
∂t

=
D

dt

∂f

∂t
(s, t) = 0 ∀ s ∈ (−ε, ε)

In particular the second term in (2) vanishes. Hence we’re left with two terms

D2

dt2
∂f

∂s
+R(

∂f

∂t
,
∂f

∂s
)
∂f

∂t
= 0 (3)

If set s = 0, then since we’ve defined

J(t) :=
∂f

∂s
(0, t)

We let

∂f

∂t
(0, t) =

d

dt
γ(t) = γ′(t)

Then (3) writes
D2

dt2
J(t) +R(γ′, J(t))γ′ = 0 ∀ t ∈ [0, a] (4)

This is the Jacobi Equation.

Definition 1.1 (Jacobi Field). A C∞ vector field J(t) along a geodesic

γ : [0, a] →M

is called a Jacobi Field if it satisfies the Jacobi Equation (4).

Proposition 1.1 (Existence and Uniqueness of Jacobi Field). Let

γ : [0, a] →M

be a geodesic s.t.
γ(0) = p γ′(0) = v ∈ TpM

Hence
γ(t) = expp(tv)

is determined by the exponential map.

1. For any u, w ∈ TpM , there exists a unique Jacobi Field J along γ s.t.

J(0) = u,
D

dt
J(0) = w

2. If J(t) is a Jacobi Field along γ, then there exists (6)

f : (−ε, ε)× [0, a] →M s.t. (s, t) 7→ f(s, t) = fs(t)

and

(a) for any s ∈ (−ε, ε), fs : [0, a] →M is a geodesic.

(b) f0 = γ.

(c) ∂f
∂s (0, t) = J(t).

Example 1.1. In (Rn, g0), the geodesics are

γ(t) = p+ tv p, v ∈ Rn

Now our Jacobi Field writes

J(t) = u+ tw ∀ u,w ∈ Rn

and f writes
f(s, t) = p+ su+ t(v + sw)

for fixed p, v, u, w. f is in fact
f(s, t) = expp+su (t(v + sw))
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Proof of Proposition 1.1. 1. To get an ODE out of (4) we need to take {e1, · · · , en} ONB of TpM . Then we
think of parallel transport. Let e1(t), · · · , en(t) be the parallel transport of e1, · · · , en along γ(t), i.e.{

D ∂
∂t
ei(t) = 0

ei(0) = ei

Hence {ei(t)}1≤i≤n forms an ONB of Tγ(t)M for every t ∈ [0, a]. For any J(t) as C∞ vector fields along
γ(t), we can write

J(t) =

n∑
i=1

fi(t)ei(t)

for fi : [0, a] → R. Then J(t) is a Jacobi Field iff (4) is satisfied iff

n∑
i=1

f ′′i (t)ei(t) + fi(t)R(γ
′(t), ei)γ

′(t) = 0

We take inner product with ej(t) for each of these and selects

f ′′j (t) +

n∑
i=1

fi(t)R(γ
′(t), ej(t), γ

′(t), ej(t)) = 0 ∀ j = 1, · · · , n (5)

Denote
Aij(t) := R(γ′(t), ej(t), γ

′(t), ej(t))

Then we write

f ′′j (t) +

n∑
i=1

Aij(t)fi(t) = 0

Hence we have
d2

dt2
f +Af = 0

where we apply Existence and Uniqueness of ODE.

2. Set u := J(0) and w := D
dtJ(0). Let

λ : (−ε, ε) →M λ(s) := expp(su)

Let v(s), w(s) be parallel transport along λ(s). Define

f : (−ε, ε)× [0, a] →M f(s, t) := expλ(s)(t(v(s) + sw(s))) (6)

We need to check

(a) For each s, fs is the unique geodesic that starts at fs(0) = λ(s) and with

f ′s(0) = v(s) + sw(s)

(b) f0(t) = expλ(0)(t(v(0) + 0)) = expp(tv) = γ(t).

(c) J(t) = ∂f
∂s (0, t) is a Jacobi Field by our previous derivation. Check

J(0) =
∂f

∂s
(0, 0) = λ′(0) = u

D

dt
J(0) =

D

dt

∂f

∂s
(0, 0) =

D

ds

∂f

∂t
(0, 0) = w(0) = w

where the second line follows from

∂f

∂t
(s, 0) = v(s) + sw(s)

D

ds

∂f

∂t
(s, 0) = w(s)

Since they have same initial conditions, we conclude by uniqueness.
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Remark 1.1 (u = 0). In the special case u = 0, J(t) Jacobi field along γ(t) with

γ(0) = p γ′(0) = v J(0) = 0 J ′(0) = w

Then
λ(s) = p and f(s, t) = expp(t(v(s) + sw(s)))

and so

J(t) =
∂f

∂s
(0, t) = (d expp)tv(tw) (7)

For λ fixed its easier to take derivatives.

Lemma 1.2 (⟨J, γ′⟩(t)). Let
γ : [0, a] →M

be geodesic in M , J Jacobi field along γ. Then ⟨J, γ′⟩(t) is linear function in t

⟨J, γ′⟩(t) = ⟨J(0), γ′(0)⟩+ t⟨J ′(0), γ′(0)⟩ J ′(0) :=
D

dt
J(0) (8)

Proof. Let

f(t) = ⟨J, γ′⟩(t)
f ′(t) = ⟨J ′, γ′⟩(t) using D ∂

∂t
γ′ = 0

f ′′(t) = ⟨J ′′, γ′⟩(t) = ⟨−R(γ′, J)γ′, γ′⟩ = 0 by anti-symmetry of R

Hence f is a linear function in t.

Remark 1.2 (Decomposition of J into γ′ and tγ′(t)). In fact γ′ and tγ′(t) are examples of Jacobi Fields along
γ(t). Indeed

D2

dt2
γ′(t) +R(γ′, γ′)γ′ = 0 using

D

dt
γ′ = 0

and

D2

dt2
(tγ′(t)) =

D

dt
(γ′(t)) = 0

R(γ′, tγ′)γ′ = 0

In particular given initial conditions we can explicitly write J using γ′ and tγ′. For any J Jacobi field along γ
we have decomposition

J(t) = (⟨J(0), γ′(0)⟩+ t⟨J ′(0), γ′(0)⟩) γ′(t)

|γ′(0)|2
+ J⊥(t) where ⟨J⊥(t), γ′(t)⟩ = 0

Hence it suffices to consider Jacobi Fields normal w.r.t. γ′(t).

Proposition 1.2 (Killing vector field induced Jacobi Field). Let

γ : [0, a] →M

be a geodesic and let X be a Killing Vector field on M . Then

(a) The restriction X(γ(s)) of X to γ(s) is a Jacobi Field along γ.

(b) As a consequence of above, if M is connected and there exists p ∈M s.t.

X(p) = 0 and ∇YX(p) = 0 ∀ Y ∈ TpM

Then X ≡ 0 on M .

Proof. 1. We first show (a). Since X is a Killing Vector Field, its flow

φt : U ⊂M →M q 7→ φ(t, q) = φt(q) ∀ t ∈ (−ε, ε)

is a 1-parameter subgroup of isometries on (M, g) with φ0 = Id. The flow φt relates to X via

φt(q) is the trajectory of X passing through q at t = 0 for any q ∈ U

6



or in other words using X as integral curve

X(φ(t, γ(s))) =
∂

∂t
φ(t, γ(s)) =

d

dt
φt(γ(s))

γ(s) = φ(0, γ(s))

Since image of the geodesic γ by a family of isometries remains a geodesic,

ϕt(s) = φt(γ(s)) ∀ t ∈ (−ε, ε)

are a 1-parameter family of geodesics on (M, g). Thus restriction of X to γ is a variational field

X(γ(s)) =
d

dt

∣∣∣∣
t=0

ϕt(s)

of γ by geodesics. Hence X(γ(s)) is Jacobi Field along γ.

2. We prove (b). From (a) we know

J(s) := X(γ(s)) ∀ s ∈ [0, a]

defines a Jacobi Field along γ. We first conduct a simple computation using Definition of pullback section

D

ds
J(s) = γ∗∇ d

ds
(X(γ(s))) = γ∗∇ d

ds
(γ∗X(s))

= ∇γ∗
d
ds
X = ∇γ′(s)X

Notice assumptions imply
X(p) = 0 =⇒ X(γ(0)) = J(0) = 0

and

∇YX(p) = 0 ∀ Y ∈ Tγ(0)M =⇒ choosing Y = γ′(0) ∇γ′(0)X =
D

ds
J(0) = 0

Hence by Existence and Uniqueness Theorem,

J(s) = X(γ(s)) ≡ 0

is the unique Jacobi Field along γ. But now since M is connected, for any other point q ∈ M , there
exists smooth curve connecting p to q. Covering the curve by geodesic segments and applying previous
argument, one obtain

X(q) = 0 ∀ q ∈M

1.2 Jacobi Fields on Constant Sectional Curvature Manifolds

Let (M, g) be Riemannian manifold with constant sectional curvature K. Let

γ : [0, a] →M

be a normalized geodesic, i.e., |γ′(t)| = 1. Take a Jacobi field of the special case type where u = 0 1.1 along γ
with

J(0) = 0
D

dt
J(0) = w s.t. ⟨w, γ′(0)⟩ = 0

which is to say J along γ is normal w.r.t. γ′. Indeed, by Lemma (8)

⟨J, γ′⟩(t) = ⟨J(0), γ′(0)⟩+ t⟨w, γ′(0)⟩ = 0 ∀ t ∈ [0, a]

Let V be C∞ vector field along γ. Then using an equivalent condition for constant sectional curvature and
Riemannian Curvature

⟨R(γ′, J)γ′, V ⟩ = R(γ′, J, γ′, V ) = K (⟨γ′, γ′⟩⟨J, V ⟩ − ⟨γ′, J⟩⟨γ′, V ⟩)
= ⟨KJ, V ⟩ using ⟨γ′, γ′⟩ = 1 and ⟨γ′, J⟩ = 0

Hence
R(γ′, J)γ′ = KJ

and our Jacobi Equation (4) writes
D2

dt2
J +KJ = 0 (9)
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Solving Jacobi Field for constant sectional curvature with Initial D
dtJ(0). Let w(t) be parallel transport of w

along γ(t) with w(0) = w so
⟨w(t), γ′(t)⟩ = 0 |w(t)| = 1

We look for solutions of the form
J(t) = f(t)w(t) f : [0, a] → R

Then equation (9) writes, given nontrivial initial condition D
dtJ(0) = w

D2

dt2
J +KJ = 0

J(0) = 0

D

dt
J(0) = w

This is equivalent to system of equations on f

d2

dt2
f(t) +Kf(t) = 0

f(0) = 0

f ′(0) = 1

Now this has unique solution. So the Jacobi field

J = fw

that we find this way is the unique solution of

D2

dt2
J +KJ = 0

Solutions to system of equations in f and J are given by

f(t) =


sin(

√
Kt)√
K

K > 0

t K = 0
sinh(

√
−Kt)√

−K
K < 0

J(t) =


sin(

√
Kt)√
K

w(t) K > 0

tw(t) K = 0
sinh(

√
−Kt)√

−K
w(t) K < 0

(10)

Solving Jacobi Field for constant sectional curvature with Initial J(0). Similarly, if write

J(t) = f(t)u(t)

for u(t) the parallel transport of u along γ, it takes initial conditions

D2

dt2
J +KJ = 0

J(0) = u

D

dt
J(0) = 0

Then this corresponds to

d2

dt2
f(t) +Kf(t) = 0

f(0) = 1

f ′(0) = 0

8



Solutions write

f(t) =


cos(

√
Kt)√

K
K > 0

1 K = 0
cosh(

√
−Kt)√

−K
K < 0

J(t) =


cos(

√
Kt)√

K
u(t) K > 0

u(t) K = 0
cosh(

√
−Kt)√

−K
u(t) K < 0

In general, it’s a combination between these two solutions. What we did here is the orthogonal part in Remark
1.2.

Example 1.2 (Sphere). Take S2 round sphere of radius 1. Take p = (0, 0, 1) to be north pole. Consider
v ∈ TpS2. The exponential map sends circles of radius ρ centered at origin to circles

{(x, y, z) ∈ R3 | x2 + y2 = sin2(ρ), z = cos(ρ)}

Then let (ρ, θ) be polar coordinates on TpS2 = R2. By Gauss Lemma

exp∗p(dx
2 + dy2 + dz2) = dρ2 + sin2 ρdθ2

More generally, given K > 0, consider sphere of radius 1√
K

S2(
1√
K

) := {(x, y, z) ∈ R3 | x2 + y2 + z2 =
1

K
}

with constant sectional curvature K. Let p = (0, 0, 1√
K
) and the exponential map

expp : TpS2(
1√
K

) → S2(
1√
K

) {circles of radius ρ} 7→ {(x, y, z) ∈ R3 | x2+y2 =
sin2(

√
Kρ)√
K

, z =
cos(

√
Kρ)√
K

}

Let (ρ, θ) be the polar coordinates on R2 = TpS2( 1√
K
), then

exp∗p(dx
2 + dy2 + dz2) = dρ2 +

(
sin(

√
Kρ)√
K

)2

dθ2 (11)

In general, we want to define some polar coordinates on M . Let

F : (0, δ)× Sn−1 → Bδ(p) = {normal ball centered at p with radius δ > 0} ⊂M (ρ, v) 7→ expp(ρv)

We compute the differential. Then we can describe what the differential map does.

dF(ρ,v) : T(ρ,v)((0, δ)× Sn−1) = R
∂

∂ρ
⊕ TvSn−1 → TF (ρ,v)M

(dF(ρ,v))(
∂

∂ρ
) = (d expp)(ρ,v)(v)

(dF(ρ,v))(w) = (d expp)(ρ,v)(ρw) where w ∈ TvSn−1 = {w ∈ Rn | ⟨w, v⟩ = 0}

Recall special case u = 0 yields (7). Hence in fact (dF(ρ,v))(w) is the Jacobi Field,

(dF(ρ,v))(w) = (d expp)(ρ,v)(ρw) = fK(ρ)w(ρv)

In particular, we’ve used Gauss Lemma which says exponential map is isometry

⟨(d expp)(v), (d expp)(v)⟩ = ⟨v, v⟩ = 1

⟨(d expp)(v), (d expp)(ρw)⟩ = ⟨v, ρw⟩ = 0

Let (M, g) be our manifold with metric g.

F ∗g = (expp)
∗g = dρ2 + f2K(ρ)gS

n−1

can =


dρ2 + sin2(

√
Kρ)

K gS
n−1

can K > 0

dρ2 + ρ2gS
n−1

can K = 0

dρ2 + sinh2(
√
−Kρ)

−K gS
n−1

can K < 0

9



1.3 Taylor Expansion of gij in Local Coordinates

In normal coordinates (as embedded in the definition of tensors)

gij(p) = δij ,
∂gij
∂xk

(p) = 0

We want to look at its Taylor Expansion.

Proposition 1.3 (Taylor Expansion of |J(t)|2 in Riemannian curvature). Let (M, g) be Riemannian Manifold.
p ∈M

γ : [0, a] →M

be geodesic with
γ(0) = p γ′(0) = v

Let J(t) be Jacobi Field along γ(t) with

J(0) = 0
D

dt
J(0) = w

Hence implies
γ(t) = expp(tv) J(t) = (d expp)tv(tw)

Then

|J(t)|2 = ⟨w,w⟩t2 − 1

3
R(v, w, v, w)t4 − 1

6
(∇vR)(v, w, v, w)t

5

+

(
2

45
⟨R(v, w)v,R(v, w)v⟩ − 1

20
(∇v∇vR)(v, w, v, w)

)
t6 + o(t6)

Proof. Let f(t) = ⟨J(t), J(t)⟩. Need to compute f (k)(0) for 0 ≤ k ≤ 6.

f ′(t) = 2⟨J ′(t), J(t)⟩
f ′′(t) = 2⟨J (2)(t), J(t)⟩+ 2⟨J ′(t), J ′(t)⟩
f (3)(t) = 2⟨J (3)(t), J(t)⟩+ 6⟨J (2)(t), J(t)⟩
f (4)(t) = 2⟨J (4)(t), J(t)⟩+ 8⟨J (3)(t), J ′(t)⟩+ 6⟨J (2)(t), J (2)(t)⟩
f (5)(t) = 2⟨J (5)(t), J(t)⟩+ 10⟨J (4)(t), J ′(t)⟩+ 20⟨J (3)(t), J (2)(t)⟩
f (6)(t) = 2⟨J (6)(t), J(t)⟩+ 12⟨J (5)(t), J ′(t)⟩+ 30⟨J (4)(t), J (2)(t)⟩+ 20⟨J (3)(t), J (3)(t)⟩

We have J(0) = 0, J ′(0) = w. Notice we’re about to compute

D

dt
(R(γ′, J)γ′) ≡ ∇γ′(R(γ′, J)γ′)

= (∇γ′R)(γ′, J)γ′ +R(
D

dt
γ′, J)γ′ +R(γ′,

D

dt
J)γ′ +R(γ′, J)

D

dt
γ′

= (∇γ′R)(γ′, J)γ′ +R(γ′,
D

dt
J)γ′ using that γ is geodesic

where the second line follows from

∇W (R(X,Y, Z, T )) = (∇WR)(X,Y, Z, T ) +R(∇WX,Y, Z, T ) + · · ·+R(X,Y, Z,∇WT ) ∀ T
∇W (⟨R(X,Y )Z, T ⟩) = (∇WR)(X,Y, Z, T ) +R(∇WX,Y, Z, T ) + · · ·+R(X,Y, Z,∇WT )

⟨(∇W (R(X,Y )Z), T )⟩ = ∇W (⟨R(X,Y )Z, T ⟩)−R(X,Y, Z,∇WT ) by definition

= ⟨(∇WR)(X,Y )Z, T ⟩+ ⟨R(∇WX,Y )Z, T ⟩+ ⟨R(X,∇WY )Z, T ⟩+ ⟨R(X,Y )∇WZ, T ⟩

Thus

J ′′ = −R(γ′, J)γ′ =⇒ J ′′(0) = −R(v, 0)v = 0

J (3) = −R′(γ′, J)γ′ −R(γ′, J ′)γ′ =⇒ J (3)(0) = −R(v, w)v
J (4) = −R′′(γ′, J)γ′ − 2R′(γ′, J ′)γ′ −R(γ′, J ′′)γ′ =⇒ J (4)(0) = −2(∇vR)(v, w)v

J (5) = −R′′′(γ′, J)γ′ − 3R′′(γ′, J ′)γ′ − 3R′(γ′, J ′′)γ′ −R(γ′, J ′′′)γ′ =⇒ J (5)(0) = −3(∇v∇vR)(v, w)v +R(v,R(v, w)w)w
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So

f(0) = 0

f ′(0) = 0

f ′′(0) = 2⟨w,w⟩
f (3)(0) = 0

f (4)(0) = 8⟨−R(v, w)v, w⟩
f (5)(0) = 10⟨−2(∇vR)(v, w)v, w⟩
f (6)(0) = 12⟨−3∇v∇vR(v, w)v +R(v,R(v, w)v)v, w⟩+ 20⟨R(v, w)v,R(v, w)v⟩

= −36⟨∇v∇vR(v, w)v, w⟩+ 32⟨R(v, w)v,R(v, w)v⟩

Then

f(t) =
1

2!
2⟨w,w⟩t2 − 1

4!
8⟨R(v, w)v, w⟩t4 − 1

5!
20⟨(∇vR)(v, w)v, w⟩t5

+
1

6!
(−36⟨∇v∇vR(v, w)v, w⟩+ 32⟨R(v, w)v,R(v, w)v⟩) t6 + o(t6)

Corollary 1.1 (Taylor Expansion of |J(t)|2 in Sectional Curvature). Take v, w orthonormal, i.e.

|v| = |w| = 1 ⟨v, w⟩ = 0

Let
σ = Span(v, w)

Then for t > 0

|J(t)|2 = t2 − 1

3
K(σ)t4 + o(t4)

|J(t)| = t

(
1− 1

3
K(σ)t2 + o(t2)

) 1
2

= t− 1

6
K(σ)t3 + o(t3) using (1 + x)

1
2 = 1 +

1

2
x+ o(x2) (12)

Taylor Expansion for gij. Now write
J(t) = (d expp)tv(tw)

One has

f(t) = ⟨J(t), J(t)⟩ = ⟨(d expp)tv(tw), (d expp)tv(tw)⟩ = t2⟨(d expp)tv(w), (d expp)tv(w)⟩

By polarizing for u, w ∈ TpM

⟨(d expp)tv(u), (d expp)tv(w)⟩ = ⟨u,w⟩ − 1

3
R(v, w, v, u)t2 − 1

6
(∇vR)(v, w, v, u)t

3

+

(
2

45
⟨R(v, w)v,R(v, u)v⟩ − 1

20
(∇v∇vR)(v, w, v, u)

)
t4 + o(t4)

Now for |v| small. One can deduce via Taylor Expansion around 0

⟨(d expp)v(u), (d expp)v(w)⟩ = ⟨u,w⟩ − 1

3
R(v, w, v, u)− 1

6
(∇vR)(v, w, v, u)

+
2

45
⟨R(v, w)v,R(v, u)v⟩ − 1

20
(∇v∇vR)(v, w, v, u) + o(|v|4)

Let {e1, · · · , en} as ONB basis for TpM . Consider normal ball Bδ(p) ⊂ M and point q ∈ Bδ(p). Then q is
viewed as endpoint of geodesic starting from p with velocity as linear combination of ei. In particular

q = expp(
∑
k

xkek) ∈ Bδ(p)
∑
k

xkek ∈ TpM , and xk are the normal coordinates associated to {e1, · · · en}

Then

∂

∂xi

∣∣∣∣
q

= (d expp)
∑

k xkek(ei)

11



So

gij(x1, · · · , xn) = ⟨ ∂

∂xi

∣∣∣∣
q

,
∂

∂xj

∣∣∣∣
q

⟩ = ⟨(d expp)∑k xkek(ei), (d expp)
∑

k xkek(ej)⟩

Now apply with v =
∑

k xkek ∈ TpM for |xk| small, and with u = ei, w = ej . Using the formula

gij(x) = δij −
1

3

∑
k,ℓ

R(ek, ei, eℓ, ej)xkxℓ −
1

6

∑
ℓ,m,k

Rℓimj,kxℓxmxk

+
2

45

∑
ℓ,k,r,s,m

RiℓkmRjrsmxℓxkxrxs −
1

20

∑
ℓ,r,m,k

Rℓjri,mkxℓxrxmxk + o(|x|4)

We finally obtain

gij(x) = δij −
1

3
Rikjℓ(p)xkxℓ −

1

6
Rikjℓ,m(p)xkxℓxm

+
2

45
Rikℓm(p)Rjrsm(p)xkxℓxrxs −

1

20
Rikjℓ,rs(p)xkxℓxrxs + o(|x|5)

Taylor Expansion for det(gij). Note
det gij = exp(Tr(log(gij)))

One has

g(x) = I + g(2)(x) + g(3)(x) + g(4)(x) + o(|x|4)

log g(x) = g(2)(x) + g(3)(x) + g(4)(x)− 1

2
(g(2))2 + o(|x|4) using log(1 + t) = t− 1

2
t2 + o(t2)

Here

−1

2
(g(2))2 = −1

2
g
(2)
iℓ g

(2)
ℓj = − 1

18

∑
k,ℓ,r,s,m

RkiℓmRrmsjxkxℓxrxs

= − 1

18

∑
k,ℓ,r,s,m

RikℓmRjrsmxkxℓxrxs

Now take the trace, i.e., contracting (gives Ricci curvature)

Tr log g(x) = −1

3

∑
k,ℓ

Rkℓxkxℓ −
1

6

∑
ℓ,m,k

Rℓm,kxℓxmxk − 1

90

∑
k,ℓ,r,s,m,c

RckℓmRcrsmxkxℓxrxs

− 1

20

∑
ℓ,r,m,k

Rℓr,mkxℓxrxmxk + o(|x|5)

Now lifting to exponential

ey = 1 + y +
y2

2
+ o(|y|2)

One has

det g(x) = 1− 1

3
Rkℓxkxℓ −

1

6
Rℓm,kxℓxmxk − 1

90
RckℓmRcrsmxkxℓxrxs −

1

20
Rℓr,mkxℓxrxmxℓ −

1

18
RkℓRmrxkxℓxmxr + o(|x|4)

Proposition 1.4 (Guassian Curvature in Polar Coordinates). Let M be Riemannian manifold of dimension 2
(identified as surface). Let Bδ(p) be normal ball around p ∈M and consider the parametrized surface

f(ρ, θ) = expp(ρv(θ)) ∀ 0 < ρ < δ − π < θ < π

for v(θ) circle of radius 1 in TpM as parametrized by the central angle θ.

1. (ρ, θ) are coordinates in an open subset U ⊂M formed by the open ball minus the ray

U := Bδ(p) \ {expp(−ρv(0)) | 0 < ρ < δ}

These coordinates are polar coordinates at p.

12



Proof. It suffices to prove that

f : (0, δ)× (−π, π) ⊂ Bδ(0) ⊂ R2 → U ⊂ Bδ(p) ⊂M defines a smooth diffeomorphism

i.e., a bijection smooth map with smooth inverse.

(a) f as composition of smooth maps is indeed smooth in (ρ, θ) on Bδ(0).

(b) f is injective since expp is injective on Bδ(0) ⊂ R2, which follows that

expp(ρ1v(θ1)) = expp(ρ2v(θ2)) =⇒ ρ1v(θ1) = ρ2v(θ2) =⇒ ρ1 = ρ2, θ1 = θ2 mod 2π

Since both θ1, θ2 ∈ (−π, π) one has θ1 = θ2.

(c) f is surjective follows from the definition of the geodesic ball Bδ(p). By definition expp : Bδ(0) →
Bδ(p) is a diffeomorphism, hence for any

q ∈ U = Bδ(p) \ {expp(−ρv(0)) | 0 < ρ < δ}

There exists w ∈ Bδ(0) s.t.
expp(w) = q

By injectivity of expp and excluding all possible points where ρv(0) ranging from 0 < ρ < δ can map
to, there must exists θ ̸= 0 mod 2π and 0 < ρ < δ s.t.

expp(ρv(θ)) = q

But θ has representative at (−π, π).
(d) To show f is immersion, we need ker df(ρ,θ) = {0} for any (ρ, θ) ∈ (0, δ)× (−π, π) where

df(ρ,θ) : T(ρ,θ) ((0, δ)× (−π, π)) = R2 → Tf(ρ,θ)U ∼= R2

But using Chain rule

∂f

∂ρ

∣∣∣∣
(ρ,θ)

= d(expp ◦(ρv(θ)))(ρ,θ) = (d expp)ρv(θ)(v(θ))

∂f

∂θ

∣∣∣∣
(ρ,θ)

= d(expp ◦(ρv(θ)))(ρ,θ) = (d expp)ρv(θ)(ρv
′(θ))

Yet v(θ) and ρv′(θ) are orthogonal, hence they span R2. Under (d expp)ρv(θ) as isomorphism between
vector spaces {

∂f

∂ρ

∣∣∣∣
(ρ,θ)

,
∂f

∂θ

∣∣∣∣
(ρ,θ)

}
indeed form a basis for Tf(ρ,θ)U

Thus the differential df(ρ,θ) is injective, and hence f is immersion.

(e) By Inverse Function Theorem, and using f is bijection, f−1 inverse is defined everywhere on U and
is smooth.

2. The coefficients gij of the Riemannian metric in polar coordinates are given by

g12 = 0, g11 = |∂f
∂ρ

|2 = |v(θ)|2 = 1, g22 = |∂f
∂θ

|2

Proof. (a) Notice by setting ρ = 0, the initial radial velocity of our geodesic is one

∂f

∂ρ

∣∣∣∣
(0,θ)

= (d expp)0(v(θ)) = v(θ) =⇒ | ∂f
∂ρ

∣∣∣∣
(0,θ)

| = |v| = 1

But a geodesic has constant speed. Hence in radial direction

g11 = ⟨ ∂f
∂ρ

∣∣∣∣
(ρ,θ)

,
∂f

∂ρ

∣∣∣∣
(ρ,θ)

⟩ = |v(θ)|2 = 1 ∀ θ ∈ (−π, π)
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(b) Using Gauss Lemma

g12 = ⟨ ∂f
∂ρ

∣∣∣∣
(ρ,θ)

,
∂f

∂θ

∣∣∣∣
(ρ,θ)

⟩ = ⟨(d expp)ρv(θ)(v(θ)), (d expp)ρv(θ)(ρv′(θ))⟩

= ⟨v(θ), ρv′(θ)⟩ = 0

Using that radial and angular velocity are orthogonal.

(c) By definition

g22 = ⟨ ∂f
∂θ

∣∣∣∣
(ρ,θ)

,
∂f

∂θ

∣∣∣∣
(ρ,θ)

⟩ = |∂f
∂θ

|2

3. Along the geodesic f(ρ, 0), we have

(
√
g22)ρρ = −K(p)ρ+ R̃(ρ) for some R̃ where lim

ρ→0

R̃(ρ)

ρ
= 0 (13)

and K(p) the sectional curvature of M at p.

Proof. For θ = 0, we make the observation that

√
g22 = | ∂f

∂θ

∣∣∣∣
(ρ,0)

| = |(d expp)ρv(0)(ρv′(0))|

= |J(ρ)| for Jacobi Field with J(0) = 0 and J ′(0) = v′(0)

Then directly apply (12), for the plane spanned by v(0) and v′(0)

σ = Span{v(0), v′(0)}

one obtain

J(ρ) = ρ− 1

6
K(σ)ρ3 + o(ρ3)

But dimM = 2, the only 2-dim subspace of TpM is itself, soK(σ) = K(p) is indeed the sectional curvature
of M at p. Thus

(
√
g22)ρρ = −K(p)ρ+ o(ρ)

4. In dimension 2, the sectional curvature coincides with the Gaussian Curvature.

lim
ρ→0

(
√
g22)ρρ√
g22

= −K(p)

Proof.

(
√
g22)ρρ√
g22

=
−K(p)ρ+ o(ρ)

ρ− 1
6K(σ)ρ3 + o(ρ3)

lim
ρ→0

(
√
g22)ρρ√
g22

= −K(p) + lim
ρ→0

o(1)

ρ− 1
6K(σ)ρ3 + o(ρ3)

= −K(p)

where for both limits, we compute using L’Hôpital’s rule.

Corollary 1.2 (Sectional Curvature for dim = 2). Let M be Riemannian manifold of dimension 2. Let p ∈M
and let V ⊂ TpM be a neighborhood of the origin where expp is a diffeomorphism. Let Sr(0) ⊂ V be circle
centered at the origin. Let Lr denote the length of the curve expp(Sr) in M . Then the sectional curvature at
p ∈M is given by

K(p) = lim
r→0

3

π

2πr − Lr

r3

14



Proof. Let Bδ(p) be normal ball around p ∈M s.t. r < δ and in the tangent space, Bδ(0) ⊂ V . One parametrize
the surface expp(Bδ(0)) = Bδ(p) using

f(ρ, θ) = expp(ρv(θ)) 0 < ρ < δ, −π < θ < π

Notice f(r, θ) therefore parametrizes the curve expp(Sr). In particular

| ∂
∂θ
f(r, θ)| =

√
g22(r, θ)

Hence the length Lr is computed via

Lr =

ˆ π

−π

√
g22(r, θ) dθ

and since we’re working with polar coordinates so the metric is radially symmetric, one obtain

Lr = 2π
√
g22(r)

Now directly using (12)

3

π

2πr − Lr

r3
=

3

π

2πr − 2π
√
g22(r)

r3
= 6

r − (r − 1
6K(p)r3 + o(r3))

r3

= K(p) + 6
o(r3)

r3

lim
r→0

3

π

2πr − Lr

r3
= K(p)

1.4 Conjugate Points

We study relationship between singularities of the exponential map and Jacobi Fields. Conjugate points give
degeneracy of the geodesics.

Definition 1.2 (Conjugate Point). Given geodesic.

γ : [0, a] →M

Let t0 ∈ (0, a]. The point γ(t0) is conjugate to γ(0) along γ if there exists Jacobi Field J along γ s.t.

1. J ̸= 0 nontrivial.

2. J(0) = 0 = J(t0).

We call the multiplicity of the conjugate point γ(t0) as the maximum number of such linearly independent Jacobi
fields, i.e.

Multiplicity(γ(t0)) := dim{J(t) | Jacobi field along γ(t) s.t. J(0) = 0 = J(t0)} ≥ 1

Remark 1.3. Notice the multiplicity never exceeds n− 1. Recall that if

γ(t) = expp(tv)

Then J(0) = 0 implies
J(t) = (d expp)tv(tw)

and (8)

⟨J, γ′⟩(t) = ⟨J(0), γ′(0)⟩+ t⟨J ′(0), γ′(0)⟩

Applying to t = t0 yields

0 = 0 + t0⟨J ′(0), γ′(0)⟩

=⇒ ⟨J ′(0), γ′(0)⟩ = 0 so
D

dt
J(0) is perpendicular to γ′(0)

So

J(t) ∈ {J(t) | Jacobi Fields along γ(t), J(0) = 0 and ⟨D
dt
J(0), γ′(0)⟩ = 0} ∼= Rn−1
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since originally one has 2n initial conditions to determine J(t), and J(0) = 0 kills n while ⟨w, v⟩ = 0 kills 1,
we’re left with n− 1. In fact, if e1, · · · , en are ONB of TpM

e1 =
v

|v|
=

γ′(0)

|γ′(0)|

Let Ji(t) be Jacobi Fields with

Ji(0) = 0
D

dt
Ji(0) = ei i ∈ {1, · · · , n}

and let Jn+i(t) be Jacobi Field s.t.

Jn+i(0) = ei,
D

dt
Jn+i(0) = 0 i ∈ {1, · · · , n}

So look at the space

{J(t) | Jacobi Fields J(0) = 0 = ⟨D
dt
J(0), γ′(0)⟩} = Span{J2(t), · · · , Jn(t)} =⇒ Multiplicity(γ(t0)) ≤ n− 1

Remark 1.4. If (M, g) has constant sectional curvature K. Then

{J(t) | Jacobi Fields J(0) = 0} = Span{tγ′(t), fKe2, fKe3, · · · , fKen} ∼= Rn

where

e1 =
γ′(0)

|γ′(0)|
, e2, · · · , en are ONB of TpM and ei are parallel transported along γ(t)

Definition 1.3 (Conjugate Locus). Given p ∈ M , the set of first conjugate points to the point p, for all the
geodesics that start at p, is the conjugate locus of p which we denote C(p).

Example 1.3. If (M, g) has constant negative sectional curvature K ≤ 0. Then

fK(ρ) ̸= 0 ∀ ρ ̸= 0

This means C(p) = ∅.

Proposition 1.5. LetM be a Riemannian manifold with non-positive sectional curvature. Then for any p ∈M ,
the conjugate locus C(p) = ∅ is empty.

Proof. Fix any p ∈M . Given a geodesic
γ : [0, a] →M

s.t. γ(0) = p. Assume there exists nontrivial Jacobi Field J s.t.

J(0) = J(a) = 0

1. We first show that
d

dt
⟨D
dt
J, J⟩ ≥ 0

One calculate using that the covariant derivative D
dt corresponds to Levi-Civita Connection (hence com-

patible with the metric g), and the Jacobi Equation (4).

d

dt
⟨D
dt
J, J⟩ = ⟨D

2

dt2
J, J⟩+ ⟨D

dt
J,
D

dt
J⟩

= −⟨R(γ′, J(t))γ′, J⟩+ ⟨D
dt
J,
D

dt
J⟩

Notice the first term is essentially sectional curvature in the plane spanned by γ′ and J with flipped sign
so

−⟨R(γ′, J(t))γ′, J⟩ ≥ 0

due to our assumption on non-positive sectional curvature. The second term is always non-negative due
to inner product structure.

2. But then

⟨D
dt
J, J⟩(a) = 0 = ⟨D

dt
J, J⟩(0)

yields

⟨D
dt
J, J⟩ ≡ 0
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3. Using compatible with the metric g again

d

dt
⟨J, J⟩ = 2⟨D

dt
J, J⟩ ≡ 0

Thus
|J |2 = ⟨J, J⟩(t) = 0 ∀ t ∈ [0, a]

We’ve reached a contradiction that J is assumed to be non-trivial.

On the other hand, for positive sectional curvature, there could be conjugate points.

Example 1.4. If (M, g) has constant positive sectional curvature K > 0. For example

Sn(
1√
K

) = sphere of radius
1√
K

Recall

J(t) =
sin(

√
Kt)√
K

w(t) J(0) = 0 = J(
π√
K

)

and in the sphere

−p = expp(
π√
K

)

so
C(p) = {−p}

One can in fact relate conjugate points with singularities of the exponential map.

Proposition 1.6 (Conjugate Points and singularities of the exponential map). Let

γ : [0, a] →M

be geodesic with γ(0) = p and γ′(0) = v, hence

γ(t) = expp(tv)

Then the point q = γ(t0) for t0 ∈ (0, a] is conjugate point to p = γ(0) along γ iff

t0γ
′(0) = t0v

is a critical point of expp, i.e., (d expp)t0v is not surjective (has non-trivial kernel). Moreover

Multiplicity of q as a conjugate point of p = dimker((d expp)t0v)

Proof. Any Jacobi Field J(t) along γ(t) s.t. J(0) = 0 is of the form

J(t) = (d expp)tv(tw) w :=
D

dt
J(0)

Suppose t0 ̸= 0, then q is conjugate to p iff J(t0) = 0 iff

(d expp)t0v(t0w) = 0

But t0 > 0, so this vanishes iff

(d expp)t0v(w) = 0 ⇐⇒ w ∈ ker((d expp)t0v)

Hence due to non-trivial kernel, t0v is a critical point for expp via definition.

Proposition 1.7. Let
γ : [0, a] →M

be geodesic. Let V1 ∈ Tγ(0)M and V2 ∈ Tγ(a)M . If γ(a) is not conjugate to γ(0) along γ, there exists a unique
Jacobi Field J along γ s.t.

J(0) = V1, J(a) = V2
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Proposition 1.8. Let M be Riemannian manifold with constant negative sectional curvature b < 0. Let

γ : [0, ℓ] →M

s.t. γ(0) = p be normalized geodesics, and let v ∈ Tγ(ℓ)M s.t.

⟨v, γ′(ℓ)⟩ = 0, |v| = 1

Then the Jacobi Field J along γ as determined by

J(0) = 0 J(ℓ) = v

is given by

J(t) =
sinh(t

√
−b)

sinh(ℓ
√
−b)

w(t) (14)

where w(t) is the parallel transport along γ of the vector

w(0) =
u0
|u0|

u0 = (d expp)
−1
ℓγ′(0)(v) ∈ Tγ(0)M ∼= Tℓγ′(0)(Tγ(0)M)

Proof. 1. Since M has constant negative curvature, using Proposition 1.5 we know γ(ℓ) is not conjugate
point to γ(0) along γ.

2. Using b is constant sectional curvature, our Jacobi Equation writes as in (9). Given initial data

J1(0) = 0 J ′
1(0) = w(0) =

u0
|u0|

According to solution (10) with b < 0, one has

J1(t) =
sinh(

√
−bt)√

−b
w(t)

as the unique solution. But notice J1 is not the solution J we seek for.

3. Since J1(0) = 0, using (7) one may write J1 as

J1(t) = (d expγ(0))tγ′(0)(tw(0))

In particular one may evaluate at t = ℓ and obtain

J1(ℓ) = (d expp)ℓγ′(0)(ℓw(0)) = (d expp)ℓγ′(0)(ℓ
u0
|u0|

)

But making use of
u0 = (d expp)

−1
ℓγ′(0)(v) =⇒ (d expp)ℓγ′(0)(u0) = v

so via linearity

J1(ℓ) = ℓ
v

|u0|

4. Finally, notice both J1(ℓ) and J(ℓ) are expected to be in the direction of v ∈ Tγ(ℓ)M . We define scaling

J̃(t) :=
|u0|
ℓ
J1(t) =

sinh(
√
−bt)√

−b
|u0|
ℓ
w(t)

so that
J̃(0) = 0 J̃(ℓ) = v

Indeed due to two boundary conditions, via Existence and Uniqueness of ODE solution

J̃ ≡ J

5. It suffices to argue one has the correct scaling that matches (14). Using

1 = |v| = |J(ℓ)| = | sinh(
√
−bℓ)√

−b
|u0|
ℓ
w(ℓ)| = | sinh(

√
−bℓ)√

−b
|u0|
ℓ

|

Hence

J(t) =
sinh(

√
−bt)√

−b
|u0|
ℓ
w(t) =

sinh(t
√
−b)

sinh(ℓ
√
−b)

w(t)
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Proposition 1.9 (Jacobi Fields and Conjugate Points on Locally Symmetric Spaces). Let M be locally sym-
metric space. Let

γ : [0,∞) →M be a geodesic in M and let γ(0) = p, γ′(0) = v

Define
Kv : TpM → TpM Kv(x) := R(v, x)v ∀ x ∈ TpM

Then

1. Kv is self-adjoint.

Proof. For any x, y ∈ TpM , using Symmetry of Riemannian Curvature Tensor

⟨Kv(x), y⟩ =⟨R(v, x)v, y⟩ = R(v, x, v, y) = R(v, y, v, x)

= ⟨R(v, y)v, x⟩ = ⟨Kv(y), x⟩ = ⟨x,Kv(y)⟩

where the last equality follows by symmetric of metric.

2. Choose an ONB {e1, · · · , en} of TpM that diagonalizes Kv, i.e.

Kv(ei) = λiei ∀ i = 1, · · · , n

We extend ei to Vector fields along γ via Parallel Transport. Then (note λi does not depend on t)

Kγ′(t)(ei(t)) = λiei(t) ∀ t

Proof. Notice γ′(t) is the parallel transport of γ′(0) = v along γ. Since M is locally symmetric space,
given ei(t) parallel transport of ei along γ

Kγ′(t)(ei(t)) = R(γ′(t), ei(t))γ
′(t) is also parallel transport along γ

Thus for any ej(t) where j ̸= i, we take covariant derivative using ∇ is Levi-Civita Connection

d

dt
⟨Kγ′(t)(ei(t)), ej(t)⟩ = ⟨D

dt
Kγ′(t)(ei(t)), ej(t)⟩+ ⟨Kγ′(t)(ei(t)),

D

dt
ej(t)⟩

= 0 since both are parallel vector fields

⟨Kγ′(t)(ei(t)), ej(t)⟩ = ⟨Kγ′(0)(ei(0)), ej(0)⟩ = ⟨Kv(ei), ej⟩ = λi⟨ei, ej⟩ = 0 ∀ t

Then due to choice of ONB basis
Kγ′(t)(ei(t)) = Cei(t) ∀ t

To determine constant

d

dt
⟨Kγ′(t)(ei(t)), ei(t)⟩ = ⟨D

dt
Kγ′(t)(ei(t)), ei(t)⟩+ ⟨Kγ′(t)(ei(t)),

D

dt
ei(t)⟩ = 0

⟨Kγ′(t)(ei(t)), ei(t)⟩ = ⟨Kv(ei), ei⟩ = λi

C = λi

Thus
Kγ′(t)(ei(t)) = λiei(t) ∀ t

3. Let
J(t) :=

∑
i

xi(t)ei(t) ∀ t be Jacobi Field along γ

Then the Jacobi Equation is equivalent to the system of ODEs

d2

dt2
xi(t) + λixi = 0 i = 1, · · · , n (15)
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Proof. Recall (4) writes

D2

dt2
J(t) +R(γ′(t), J(t))γ′(t) = 0 ∀ t ∈ [0,∞)

So plugging in, using product rule and using Linearity of Riemannian Curvature Tensor in C∞(M)

∑
i

D2

dt2
(xi(t)ei(t)) +

∑
i

R(γ′(t), xi(t)ei(t))γ
′(t) = 0

∑
i

ei(t)
d2

dt2
xi(t) +

∑
i

xi(t)R(γ
′(t), ei(t))γ

′(t) = 0

∑
i

ei(t)
d2

dt2
xi(t) +

∑
i

xi(t)Kγ′(t)(ei(t)) = 0

∑
i

ei(t)
d2

dt2
xi(t) +

∑
i

xi(t)λiei(t) = 0

d2

dt2
xi(t) + λixi(t) = 0 ∀ t

Using the fact that {e1(t), · · · , en(t)} are ONB frames parallel w.r.t. γ.

4. The conjugate points of p along γ are given by

γ(
πk√
λi

) ∀ k ∈ Z, k ≥ 1, ∀ i ∈ {1, · · · , n} ∩ {λi is a positive eigenvalue of Kv }

Proof. Solving system of ODEs for (15) with

x⃗(0) = (0, · · · , 0)

We wish to look for tk s.t.
x⃗(tk) = (0, · · · , 0)

(a) In the case λi > 0, the general solution

xi(t) = Ai sin(
√
λit) x′i(0) = Ai

√
λi

To set xi(tk) = 0, and to keep Ai ̸= 0 we obtain

sin(
√
λitk) = 0 ∀ k =⇒ tk =

kπ√
λi

∀ k ∈ Z, k > 0

Notice we omit k = 0 for the simple reason that it coincides with the origin of γ.

(b) In the case λi = 0, the general solution

xi(t) = Cit x′i(0) = Ci

Setting xi(tk) = 0 but keeping Ci ̸= 0 yields tk = 0, which we omit.

(c) In the case λi < 0, the general solution

xi(t) = Di sinh(
√

−λit) x′i(0) = Di

√
−λi

Setting xi(tk) = 0 but keeping Di ̸= 0 yields

sinh(
√
−λitk) = 0 ∀ k =⇒ tk = 0

which we omit

Hence

γ(tk) = γ(
πk√
λi

)

are precisely the conjugate points of γ(0) = p along γ.
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2 Isometric Immersions

We want to measure the way a manifold is immersed in another. Let (M, g) and (M, g) be two Riemannian
manifolds and ∇, ∇ their respective Levi-Civita connections.

Definition 2.1 (Isometric Immersion).
f : (M, g) → (M, g)

is an isometric immersion if

1. f is an immersion, i.e., for any p ∈M ,

dfp : TpM → Tf(p)M is injective

2. f is an isometry, i.e.
f∗g = g

If such f exists, then
n := dimM ≤ n := dimM

Example 2.1. The map

x : R2 → R4 x(θ, φ) :=
1√
2
(cos(θ), sin(θ), cos(φ), sin(φ)) ∀ (θ, φ) ∈ R2

is an immersion of R2 into the unit sphere S3(1) ⊂ R4, whose image x(R2) is a torus T2 with sectional curvature
0 in the induced metric.

Proof. 1. We first show x defines an immersion.

xθ =
∂x

∂θ
=

1√
2
(− sin(θ), cos(θ), 0, 0)

xφ =
∂x

∂φ
=

1√
2
(0, 0,− sin(φ), cos(φ))

Due to linear independence of xθ and xφ, clearly dxθ,φ = (xθ,xφ) is injective for any (θ, φ) ∈ R2. Hence
x defines an immersion.

2. We compute

|x(θ, φ)|2 =
1

2

(
cos2(θ) + sin2(θ) + cos2(φ) + sin2(φ)

)
= 1

hence x defines an immersion into the unit sphere S3(1) ⊂ R4. Notice indeed x(R2) = S1( 1√
2
)×S1( 1√

2
) =

T2 is the two dimensional torus as a set.

3. We compute the induced metric on (x(R2),x∗g0) where (R4, g0) is the Euclidean space.

x∗g0 =

4∑
i=1

dx2
i =

4∑
i=1

(
∂xi

∂θ
dθ +

∂xi

∂φ
dφ)2

= (− 1√
2
sin(θ)dθ)2 + (

1√
2
cos(θ)dθ)2 + (− 1√

2
sin(φ)dφ)2 + (

1√
2
cos(φ)dφ)2

= dθ2 + dφ2 = Euclidean metric on R2

Hence x is in fact an isometric immersion.

4. Since we’re in (x(R2),x∗g0) a Riemannian surface of dimension 2, the sectional curvature

K =
R1212

g11g22 − g212

But due to the fact that induced metric is flat, R1212 = 0 hence sectional curvature is 0

K = 0
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We want to understand how f(M) can be understood as part of M . Both its structure coming from g and from
g, i.e., tangent part, coincides due to isometry. What plays an important role is the normal part, i.e. the second
fundamental form.

Definition 2.2 (TpM
⊥). For any p ∈M , one want to decompose Tf(p)M .

Tf(p)M = TpM ⊕ (TpM)⊥

where we identify
TpM ∼= dfp(TpM)

Here ⊥ is orthogonal complement defined through gf(p). More precisely

(TpM)⊥ := {v ∈ Tf(p)M | g(f(p))(v, w) = 0 ∀ w ∈ dfp(TpM)}

For any v ∈ Tf(p)M

v = vT + v⊥ ∈ TpM ⊕ (TpM)⊥

Definition 2.3 (Normal Bundle). The normal bundle of an isometric immersion of f is

N(f) :=
⊔
p∈M

(TpM)⊥

The vector bundle
N(f) →M

is of rank n− n. One pullback and decompose

f∗TM = TM ⊕N(f)

Similarly

C∞(M,f∗TM) = C∞(M,TM)⊕ C∞(M,N(f))

= X(M)⊕ X(M)⊥

v = vT + v⊥

where
X(M)⊥ := C∞(M,N(f))

Recall

Definition 2.4 (Pullback and Pushforward). For

f :M →M C∞ map

define the pushforward

f∗ : X(M) → C∞(M,f∗TM) X 7→ f∗(X)(p) := dfp(X(p)) ∀ p ∈M

and pullback
f∗ : X(M) → C∞(M,f∗TM) Y 7→ f∗Y (p) := Y (f(p)) ∀ p ∈M

Definition 2.5 (f -related). X ∈ X(M) is f -related to X ∈ X(M) if

f∗X = f∗X

In other words, for any p ∈M
dfp(X(p)) = X(f(p)) ∀ p ∈M

In fact this can be viewed as definition for X.

We use such to define the second fundamental form.

Lemma 2.1. Suppose
f : (M, g) → (M, g)

is an isometric immersion. Then

dfp(∇XY (p)) = (∇XY (f(p)))T X, Y ∈ X(M), X, Y ∈ X(V ) ∀ V ⊂M open neighborhood of f(p)

where X is f -related to X and Y f -related to Y
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But what is the normal part? It is not contained in this information.

Definition 2.6 (Bilinear Form). We want to define the bilinear

B : X(M)× X(M) → X(M)⊥ (X, Y ) 7→ B(X,Y )(p) := (∇XY (f(p)))⊥ (16)

In particular

B(X,Y )(p) = (∇XY (f(p)))⊥

= ∇XY (f(p))− (∇XY (f(p)))T

= ∇XY (f(p))−∇XY (p)

Remark 2.1 (Bilinear Form). Equivalently, if define

D = f∗∇

as the pullback connection on f∗TM . Then one has equivalent definition for B(X,Y )

B(X,Y )(p) = (DXf∗Y )⊥(p)

= DXf∗Y (p)− (DXf∗Y )T (p) ∀ X, Y ∈ X(M)

This justifies why B is well-defined. In particular, this also shows B is C∞(M)-linear in X.

Proposition 2.1 (Symmetric Bilinear Form).

B(X,Y ) = B(Y,X) ∀ X, Y ∈ X(M)

Proof.

B(X,Y )−B(Y,X) = (DXf∗Y )⊥ − (DY f∗X)⊥

= (DXf∗Y −DY f∗X)⊥

= (f∗([X,Y ]))⊥ = 0

Since [X,Y ] ∈ X(M), then its orthogonal part is 0.

Corollary 2.1. B is C∞(M)-linear in both X and Y . In fact B ∈ C∞(M,Sym2T ∗M ⊗N(f)).

2.1 Second Fundamental Form

For any p ∈M . Consider isometric immersion

f : (M, g) → (M, g)

Definition 2.7 (First Fundamental Form). The 1st fundamental form is the form we have on the tangent space
of the manifold.

(TpM, ⟨·, ·⟩g)

where g(·, ·) = ⟨·, ·⟩g defined by
g = f∗g

and is an inner product space.

What’s important is the second fundamental form.

Remark 2.2. One has 3 one-one correspondence of second fundamental forms

1. symmetric bilinear forms
H(x, y) : TpM × TpM → R

2. quadratic form
II : TpM → R

3. Self adjoint operators
S(x) : TpM → TpM
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One define using one from another

II(x) := H(x, x)

H(x, y) :=
1

2
(II(x+ y)− II(x)− II(y))

⟨S(x), y⟩g := H(x, y) = ⟨x, S(y)⟩g ∀ x, y ∈ TpM

Definition 2.8 (Second Fundamental Form). Let

f : (M, g) → (M, g)

be an isometric immersion. Fix a vector on the orthogonal by Letting η ∈ (TpM)⊥ = (N(f))p. Then for the
symmetric bilinear form B as in (16), one define

Hη : TpM × TpM → R s.t. (x, y) 7→ Hη(x, y) := ⟨B(x, y), η⟩g(f(p))

Alternatively the quadratic form

IIη : TpM → R s.t. IIη(x) := Hη(x, x)

and the self-adjoint operator

Sη : TpM → TpM s.t. ⟨Sη(x), y⟩g = Hη(x, y) (17)

These are called the second fundamental form of f at p along η. One may write in general η ∈ X(M)⊥.

Proposition 2.2. Let

f : (Mn, g) → (M
n+k

, g)

be isometric immersion and given η ∈ X(M)⊥ normal fields w.r.t. N(f), let Sη be the operator associated to
the second fundamental form of f along η as in (17)

Sη : X(M) → X(M) s.t. ⟨Sη(X), Y ⟩g = Hη(X,Y )

Moreover we view Sη as a tensor of order 2 given by

Hη(X,Y ) := ⟨Sη(X), Y ⟩ ∀ X, Y ∈ X(M)

Notice Sη is self-adjoint is equivalent to the tensor Hη being symmetric

Hη(X,Y ) = Hη(Y,X)

In fact,
∇V Sη is self-adjoint ∀ V ∈ X(M)

Proof. We differentiate the equation
⟨Sη(X), Y ⟩ = ⟨X,Sη(Y )⟩

w.r.t. V ∈ X(M) using that ∇ is the Levi-Civita connection

⟨∇V (Sη(X)), Y ⟩+ ⟨Sη(X),∇V Y ⟩ = ⟨∇VX,SηY ⟩+ ⟨X,∇V (Sη(Y ))⟩

Notice, again by Leibniz rule

∇V (Sη(X)) = (∇V Sη)(X) + Sη(∇VX)

Hence

⟨(∇V Sη)(X), Y ⟩+ ⟨Sη(∇VX), Y ⟩+ ⟨Sη(X),∇V Y ⟩ = ⟨∇VX,SηY ⟩+ ⟨X, (∇V Sη)(Y ))⟩+ ⟨X,Sη(∇V Y )⟩
⟨(∇V Sη)(X), Y ⟩ = ⟨X, (∇V Sη)(Y ))⟩

Using the fact that Sη is self-adjoint, applied to vector fields ∇VX, Y , and ∇V Y , X.

Lemma 2.2 (Explicit Expression).

Sη(X) = −(DXη)
T ∀ X ∈ X(M), η ∈ (TpM)⊥ (18)

This is the tangent part of how η changes along X.
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Proof.

⟨Sη(x), y⟩ = Hη(x, y) = ⟨B(x, y), η⟩
= ⟨(DXY )⊥, η⟩ = ⟨DXY, η⟩ since η is orthogonal already

= X(⟨Y, η⟩)− ⟨Y,DXη⟩ now we use that D is compatible with the metric

= −⟨Y, (DXη)
T ⟩ = −⟨(DXη)

T , y⟩ using Y ∈ X(M) and η ∈ (TpM)⊥ so only tangential part is preserved

Corollary 2.2 (Shape Operator). If dimM = dimM + 1 (hence there exists unique η s.t. ∥η∥ = 1), then one
has the shape operator

Sη(X) = −DXη (19)

Proof.

(DXη)
⊥ = ⟨DXη, η⟩η

=
1

2
X(⟨η, η⟩)η D is compatible with the metric

= 0

Example 2.2 (Sn).
f : (Sn, gcan) ↪→ (Rn+1, g)

For any p ∈ Sn, p = (x1, · · · , xn) s.t.
∑n

i=1 x
2
i = 1

η(p) = −p s.t. η ∈ X(Sn)⊥ inward unit normal (20)

In particular

η(p) = −
n+1∑
i=1

xi
∂

∂xi

∣∣∣∣
p

In fact, for any p ∈ Sn
Sη(p) : TpSn → TpSn

is the identity.

Proof. We do computation in local coordinates. For any v ∈ TpSn s.t.

v =

n+1∑
i=1

ai
∂

∂xi

∣∣∣∣
p

using coordinates from the ambient manifold Rn+1. What is then the shape operator? For ∇ the Levi-Civita
connection on Rn+1 and D = f∗∇, we define η ∈ X(Rn+1) s.t.

η := −
n+1∑
i=1

xi
∂

∂xi
so η(p) := η(p) ∀ p ∈ Sn

Thus

Sη(p)(v) = −Dvη = −∇vη where η is f -related to η defined in the full ambient space Rn+1 that restricts to η on Sn

= − ∇∑
i a

i ∂
∂xi

−
∑
j

xj
∂

∂xj

∣∣∣∣∣∣
p

=
∑
i

ai∇ ∂
∂xi

∑
j

xj
∂

∂xj

∣∣∣∣∣∣
p

=
∑
ij

ai
∂

∂xi
(xj)

∂

∂xj

∣∣∣∣
p

+
∑
ij

aixj ∇ ∂

∂xi

∂

∂xj

∣∣∣∣
p

=
∑
ij

ai
∂

∂xi
(xj)

∂

∂xj

∣∣∣∣
p

where ∇ ∂

∂xi

∂

∂xj

∣∣∣∣
p

=
∑
k

Γk
ij

∂

∂xk
= 0 due to Γ = 0 on (Rn+1, g0)

=
∑
ij

aiδij
∂

∂xj

∣∣∣∣
p

=
∑
j

aj
∂

∂xj

∣∣∣∣
p

= v
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Therefore

Hη(x, y) = ⟨B(x, y), η⟩ = ⟨Sη(x), y⟩ = ⟨x, y⟩ = gcan(x, y) ∀ x, y ∈ X(Sn)
B(x, y) = ⟨x, y⟩η

2.2 Gauss-Codazzi-Ricci Equations

This is about how the curvature splits into tangent and normal parts. Let

f : (M, g) → (M, g)

be an isometric immersion. In particular,

f∗ : X(M) → C∞(M,f∗TM) X 7→ f∗(X)(p) := dfp(X(p)) is an injective map

From now on we identify X with f∗X. For any X, Y ∈ X(M) and η ∈ X(M)⊥, D := f∗∇, we look at

DXY = (DXY )T + (DXY )⊥

= ∇XY +B(X,Y )

DXη = (DXη)
T + (DXη)

⊥

= −Sη(X) + (DXη)
⊥

Definition 2.9. We denote ∇⊥
Xη := (DXη)

⊥. We interpret ∇⊥ as connection on the normal bundle X(M)⊥,
i.e., N(f) →M .

This allows us to extend the definition of covariant derivative and connection on the normal bundle.

Definition 2.10 (Covariant Derivative). In particular, given connections ∇ on TM , T ∗M and ∇⊥ on N(f), N(f)∗,
we obtain covariant derivative ∇ acting on

(TM)⊗r ⊗ (T ∗M)⊗s ⊗ (N(f))⊗ℓ ⊗ (N(f)∗)⊗m

For example
B(X,Y, η) := ⟨B(X,Y ), η⟩

and in this way
B ∈ C∞(M,Sym2T ∗M ⊗N(f)∗)

For any X ∈ X(M), define using the compatibility condition

(∇XB)(Y,Z, η) := X(B(Y, Z, η))−B(∇XY,Z, η)−B(Y,∇XZ, η)−B(Y, Z,∇⊥
Xη) ∀ Y, Z ∈ X(M), η ∈ X(M)⊥

(21)

Definition 2.11 (Curvature). Similarly, for the curvature, we have full curvature

R ∈ Ω2(M,End(TM)) curvature of ∇

and pullback curvature
f∗R ∈ Ω2(M,End(f∗TM)) curvature of f∗∇ = D

and the exact curvature of the submanifold

R ∈ Ω2(M,End(TM)) curvature of ∇

and the curvature of the orthogonal

R⊥ ∈ Ω2(M,End(N(f))) curvature of ∇⊥

Remark 2.3. For R(X,Y, ·, ·) where X, Y ∈ X(M) but with the last two variables free

1. In TM × TM (X(M)× X(M)) this gives Gauss Equation.

2. In TM ×N(f) or N(f)× TM (X(M)× X⊥(M)) this gives Codazzi Equation.

3. In N(f)×N(f) (X⊥(M)× X⊥(M)) this gives Ricci Equation.

Now we introduce the equations.
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Proposition 2.3 (Gauss Equation). Let X, Y, Z, T ∈ X(M). We have Riemannian Curvature of the Ambient
Manifold.

R(X,Y, Z, T ) = R(X,Y, Z, T )− ⟨B(X,Z), B(Y, T )⟩+ ⟨B(X,T ), B(Z, Y )⟩ (22)

Proposition 2.4 (Codazzi Equation). For η ∈ X(M)⊥

R(X,Y, Z, η) = (∇YB)(X,Z, η)− (∇XB)(Y, Z, η) (23)

where
B(X,Y, η) := ⟨B(X,Y ), η⟩

Proposition 2.5 (Ricci Equation). For η, ξ ∈ X(M)⊥

R(X,Y, η, ξ) = ⟨R⊥(X,Y )η, ξ⟩+ ⟨[Sη, Sξ]X,Y ⟩ (24)

where R⊥ ∈ Ω2(M,End(N(f))) is the curvature of ∇⊥.

Proof of three equations (22), (23), (24). By Definition

R(X,Y, Z, T ) = ⟨R(X,Y )Z, T ⟩
R(X,Y, Z, η) = ⟨R(X,Y )Z, η⟩

And

R(X,Y )Z = DYDXZ −DXDY Z +D[X,Y ]Z

We want to write

DYDXZ = DY (∇XZ +B(X,Z))

= DY (∇XZ) +DY (B(X,Z))

= ∇Y ∇XZ +B(Y,∇XZ) +DY (B(X,Z))

DXDY Z = ∇X∇Y Z +B(X,∇Y Z) +DX(B(Y,Z))

D[X,Y ]Z = ∇[X,Y ]Z +B([X,Y ], Z)

Now R(X,Y )Z = ∇Y ∇XZ +B(Y,∇XZ) +DY (B(X,Z))

−∇X∇Y Z −B(X,∇Y Z)−DX(B(Y,Z))

+∇[X,Y ]Z +B([X,Y ], Z)

= R(X,Y )Z + (B(Y,∇XZ)−B(X,∇Y Z) +B([X,Y ], Z)) +DY (B(X,Z))−DX(B(Y, Z))

Let’s prove Gauss Equation (22) first. We contract it with T , something tangent

R(X,Y, Z, T ) = R(X,Y, Z, T ) + ⟨B(Y,∇XZ)−B(X,∇Y Z) +B([X,Y ], Z), T ⟩
+ ⟨DY (B(X,Z)), T ⟩ − ⟨DX(B(Y,Z)), T ⟩
= R(X,Y, Z, T ) + 0 because B(·, ·) ∈ X(M)⊥

+ Y (⟨B(X,Z), T ⟩)− ⟨B(X,Z), DY T ⟩ −X (⟨B(Y, Z), T ⟩) + ⟨B(Y, Z), DXT ⟩
= R(X,Y, Z, T )− ⟨B(X,Z), DY T ⟩+ ⟨B(Y,Z), DXT ⟩
= R(X,Y, Z, T )− ⟨B(X,Z),∇Y T ⟩ − ⟨B(X,Z), B(Y, T )⟩+ ⟨B(Y,Z),∇XT ⟩+ ⟨B(Y, Z), B(X,T )⟩
= R(X,Y, Z, T )− ⟨B(X,Z), B(Y, T )⟩+ ⟨B(Y,Z), B(X,T )⟩

Now let’s prove Codazzi (23). We contract it with η

R(X,Y, Z, η) = ⟨R(X,Y )Z, η⟩+ ⟨B(Y,∇XZ), η⟩ − ⟨B(X,∇Y Z), η⟩+ ⟨B(∇XY −∇YX,Z), η⟩
+ ⟨DY (B(X,Z)), η⟩ − ⟨DX(B(Y,Z)), η⟩
= 0 + ⟨B(Y,∇XZ), η⟩ − ⟨B(X,∇Y Z), η⟩+ ⟨B(∇XY −∇YX,Z), η⟩
+ ⟨DY (B(X,Z)), η⟩ − ⟨DX(B(Y,Z)), η⟩ because R(X,Y )Z ∈ X(M)

= ⟨B(Y,∇XZ), η⟩+ ⟨B(∇XY, Z), η⟩ − ⟨DX(B(Y,Z)), η⟩ we put together all the X derivatives

− ⟨B(X,∇Y Z), η⟩ − ⟨B(∇YX,Z), η⟩+ ⟨DY (B(X,Z)), η⟩ and the Y derivatives

= ⟨B(Y,∇XZ), η⟩+ ⟨B(∇XY, Z), η⟩ − (X(⟨B(Y,Z), η⟩)− ⟨B(Y,Z), DXη⟩)
− ⟨B(X,∇Y Z), η⟩ − ⟨B(∇YX,Z), η⟩+ (Y (⟨B(X,Z), η⟩)− ⟨B(X,Z), DY η⟩)
= ⟨B(Y,∇XZ), η⟩+ ⟨B(∇XY, Z), η⟩ −

(
X(⟨B(Y,Z), η⟩)− ⟨B(Y, Z),∇⊥

Xη⟩
)

− ⟨B(X,∇Y Z), η⟩ − ⟨B(∇YX,Z), η⟩+
(
Y (⟨B(X,Z), η⟩)− ⟨B(X,Z),∇⊥

Y η⟩
)

= −(∇XB)(Y, Z, η) + (∇YB)(X,Z, η) using definition of (21)
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Finally for Ricci Equation (24), by definition

R(X,Y )η = DYDXη −DXDY η +D[X,Y ]η

Recall that DXη = (DXη)
T + (DXη)

⊥ = −Sη(X) +∇⊥
Xη

(DYDXη)
⊥ = (DY (−Sη(X) +∇⊥

Xη))
⊥ = −B(Y, Sη(X)) +∇⊥

Y ∇⊥
Xη

(DXDY η)
⊥ = −B(X,Sη(Y )) +∇⊥

X∇⊥
Y η

(D[X,Y ]η)
⊥ = ∇⊥

[X,Y ]η

Now we contract with ξ R(X,Y, η, ξ) = −⟨B(Y, Sη(X)), ξ⟩+ ⟨∇⊥
Y ∇⊥

Xη, ξ⟩+ ⟨B(X,Sη(Y )), ξ⟩ − ⟨∇⊥
X∇⊥

Y η, ξ⟩+ ⟨∇⊥
[X,Y ]η, ξ⟩

= ⟨R⊥(X,Y )η, ξ⟩+ ⟨B(X,Sη(Y )), ξ⟩ − ⟨B(Y, Sη(X)), ξ⟩
Recall that ⟨Sξ(X), Y ⟩ = Hξ(X,Y ) = ⟨B(X,Y ), ξ⟩

so here ⟨B(X,Sη(Y )), ξ⟩ = ⟨Sξ(X), Sη(Y )⟩
⟨B(Y, Sη(X)), ξ⟩ = ⟨Sξ(Y ), Sη(X)⟩
=⇒ R(X,Y, η, ξ) = R⊥(X,Y, η, ξ) + ⟨Sξ(X), Sη(Y )⟩ − ⟨Sξ(Y ), Sη(X)⟩

= R⊥(X,Y, η, ξ) + ⟨Sη ◦ Sξ(X), Y ⟩ − ⟨Y, Sξ ◦ Sη(X)⟩ using S is self-adjoint

= R⊥(X,Y, η, ξ) + ⟨[Sη, Sξ](X), Y ⟩

Remark 2.4 (Gauss). If X, Y are orthonormal, then

K(X,Y ) = R(X,Y,X, Y )

the sectional curvature of Span{X,Y } satisfies

K(X,Y )−K(X,Y ) = −⟨B(X,X), B(Y, Y )⟩+ |B(X,Y )|2 (25)

Example 2.3. Consider isometric immersion of the sphere

f : (Sn, gcan) ↪→ (Rn+1, g0)

Recall (20) the unit inward normal

η(p) = −p ∈ X(Sn)⊥ |η| = 1

Then
B(X,Y ) = ⟨X,Y ⟩η

On our tangent space we pick X, Y orthonormal. Using (25)

K(X,Y )−K(X,Y ) = −⟨B(X,X), B(Y, Y )⟩+ |B(X,Y )|2

0−K(X,Y ) = −⟨⟨X,X⟩η, ⟨Y, Y ⟩η⟩+ |B(X,Y )|2

= −⟨η, η⟩+ |⟨X,Y ⟩η|2 = −1

K(X,Y ) = 1

Hence the sectional curvature of Sn is 1.

2.3 Totally Geodesic and Minimality

2.3.1 Totally Geodesic

Definition 2.12 (Totally Geodesic). Let M be dimension n, M be dimension n+ 1

f : (M, g) → (M, g)

be an isometric immersion. Let p ∈M . We say that f is geodesic at p if the second fundamental form is 0

Sη = 0 ∀ η ∈ (TpM)⊥

or equivalently
Hη = 0 ∀ η ∈ (TpM)⊥

or equivalently
B(p) : TpM × TpM → (TpM)⊥ is zero map

The immersion f is totally geodesic if it is geodesic at any p ∈M .
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Proposition 2.6 (Transitivity of Totally geodesic). Let M be a Riemannian manifold and let N ⊂ K ⊂M be
submanifolds of M . Suppose N is totally geodesic in K and that K is totally geodesic in M . Then N is totally
geodesic in M .

Proof. Since N and K are Riemannian submanifolds, consider f and g as isometric immersions

N
f
↪→ K

g
↪→M

We’re given that f is totally geodesic in K and g is totally geodesic in M , and want to show g ◦ f is totally
geodesic in M .

1. For any p ∈ N , by identifying p ∼= f(p) ∼= g ◦ f(p), we observe that the normal splits w.r.t. both K and
M

TpK = TpN ⊕ (TpN)⊥K

TpM = TpK ⊕ (TpK)⊥M

= TpN ⊕ (TpN)⊥M

=⇒ (TpN)⊥M = (TpN)⊥K ⊕ (TpK)⊥M

Furthermore, for connection ∇ on N , ∇ on K and ∇ on M , one can write bilinear forms

BK
N : X(N)× X(N) → X(N)⊥K BK

N (X,Y )(p) := (∇XY )(f(p))− dfp(∇XY (p))

BM
K : X(K)× X(K) → X(K)⊥M BM

K (X,Y )(f(p)) := (∇
X
Y )(g ◦ f(p))− dgf(p)(∇XY (f(p)))

BM
N : X(N)× X(N) → X(N)⊥M BM

N (X,Y )(g ◦ f(p)) := (∇
X
Y )(g ◦ f(p))− d(g ◦ f)p(∇XY (p))

Now using f , g-related vector fields and Chain rule

dfp(∇XY (p)) = (∇XY )(f(p))T

dgf(p)(∇XY (f(p))) = (∇
X
Y )(g ◦ f(p))T

d(g ◦ f)p(∇XY (p)) = dgf(p)(dfp(∇XY (p)))

= dgf(p)((∇XY )(f(p))T )

= dgf(p)(∇XY (f(p)))− dgf(p)(∇XY (f(p))⊥)

= (∇
X
Y )(g ◦ f(p))T − dgf(p)(∇XY (f(p))⊥)

= (∇
X
Y )(g ◦ f(p))− (∇

X
Y )(g ◦ f(p))⊥ − dgf(p)(∇XY (f(p))⊥)

BM
N (X,Y )(g ◦ f(p)) = BM

K (X,Y )(f(p)) + dgf(p)(B
K
N (X,Y )(p))

2. Then since f is totally geodesic in K, BK
N (p) ≡ 0, and since g is totally geodesic in M , BM

K (f(p)) ≡ 0,
one conclude

BM
N (g ◦ f(p)) ≡ 0

Hence by definition N is totally geodesic in M .

Proposition 2.7. Let N1 ⊂ M1 and N2 ⊂ M2 be totally geodesic submanifolds of the Riemannian manifolds
M1 and M2 respectively. Then N1 × N2 is a totally geodesic submanifold of the product M1 ×M2 with the
product metric.

Example 2.4 (S2×S2). The sectional curvature of the Riemannian manifold S2×S2 equipped with the product
metric, where S2 ⊂ R3 is the unit sphere, is non-negative. Moreover, there exists a totally geodesic, flat torus
T2 embedded in S2 × S2.

Proof. 1. Recall (S2, gcan) is equipped with the round metric

gS
2

can(ϕ, θ) = dϕ2 + sin2(ϕ)dθ2

Hence the product metric gprod on S2 × S2 writes

gprod((ϕ1, θ1), (ϕ2, θ2)) := gS
2

can(ϕ1, θ1)⊕ gS
2

can(ϕ2, θ2)

= dϕ21 + sin2(ϕ1)dθ
2
1 + dϕ22 + sin2(ϕ2)dθ

2
2

Notice that
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(a) When a 2-plane Π is tangent to one common copy of S2, then K(Π) = K(S2) = 1 equal to the
sectional curvature of the sphere, which we know to be 1.

(b) When a 2-plane Π contains fixed tangent vectors from both factors of S2, say X ∈ TS2 × {p} and
Y ∈ {p} × TS2, then X and Y are orthogonal, hence independent to each other due to the product
metric. Thus

R(X,Y,X, Y ) = 0

and K(Π) = 0.

2. Consider
T2 = S1 × S1

define embedding

T2 ↪→ S2 × S2 (θ1, θ2) → ((
π

2
, θ1), (

π

2
, θ2))

In view of Proposition 2.7, it suffices to prove

S1 ⊂ S2

is totally geodesic. Philosophically this is true because S1, the great circle, is preserved by the geodesic
flow on S2. In particular, let (ϕ, θ) denote coordinates on (S2) and let embedding be

f : S1 ↪→ S2 θ 7→ (
π

2
, θ)

where
gS

1

round = dθ2 = f∗gS
2

round

But
B : X(S1)× X(S1) → X(S1)⊥S2 B(X,Y )(p) := (∇XY (f(p)))⊥

and observe

Γϕ
θθ = − sin(ϕ) cos(ϕ)

Γθ
θθ = cot(ϕ)

∇ ∂
∂θ

∂

∂θ
= Γϕ

θθ

∂

∂ϕ
+ Γθ

θθ

∂

∂θ

But evaluating at ϕ = π
2 yields

∇ ∂
∂θ

∂

∂θ
= 0

Hence

B(
∂

∂θ
,
∂

∂θ
) ≡ 0

But this is the only chance for B to be non-zero, hence we obtain bilinear form B as a zero map, and f
is thus a totally geodesic in S2.

2.3.2 Mean Curvature

A much weaker notion than totally geodesic is minimality.

Definition 2.13 (Minimal). We say f is minimal at p if trace of the second fundamental form is 0

Tr(Sη) = 0 ∀ η ∈ (TpM)⊥

In general, one can define the mean curvature.

Definition 2.14 (Mean Curvature). The mean curvature of f at p is

hη :=
1

n
Tr(Sη) ∀ η ∈ (TpM)⊥ |η| = 1 (26)

We define the mean curvature vector as

H⃗(p) :=
1

n

n∑
i=1

B(ei, ei) ∈ (TpM)⊥ for ei as orthonormal basis of TpM
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Example 2.5. Consider sphere
(Sn, gcan) ↪→ (Rn+1, g0)

Recall η(p) = −p, and
B(X,Y ) = ⟨X,Y ⟩η

Then

H⃗(p) =
1

n

n∑
i=1

⟨ei, ei⟩η(p) =
1

n

n∑
i=1

η(p) = η(p) = −p

Hence the mean curvature vector of the sphere is also pointing inwards, the same as normal.

2.4 Gauss Map and Local Coordinates

Definition 2.15 (Guass Map). In general, if

Mn ↪→ (Rn+1, g0)

s.t. there exists a unit global normal vector N ∈ X(M)⊥. Then for any p ∈M

N(p) ∈ (TpM)⊥ ⊂ TpRn+1 = Rn+1

and
N(p) ∈ Sn due to |N | = 1

Then
N :M → Sn p 7→ N(p)

is called the Gauss Map. Its differential writes

dNp : TpM → TN(p)Sn = TpM (they’re identified as both orthogonal to RN(p) in Rn+1)

dNp(v) := (∇vN)(p) = −SN(p)(v)

In Coordinates. Look at Gauss Map

V ⊂ Rn with coordinates (u1, · · · , un)

p ∈M Sn
x chart y chart

N

so for p = x(u1, · · · , un)

dNp : TpM → TpM xi =
∂x

∂ui
7→ xi =

∂x

∂ui

here

x(u1, · · · , un) = (x1(u1, · · · , un), · · · , xn+1(u1, · · · , un))
dx : TuV → Tx(u)M ⊂ Tx(u)Rn+1 = Rn+1

∂

∂ui
7→ ∂x

∂ui
where

∂

∂ui
∼=

∂x

∂ui
= (

∂x1
∂ui

, · · · , ∂xn
∂ui

) =

n+1∑
k=1

∂xk
∂ui

∂

∂xk

The good thing about Gauss Map is that then we do computation for second fundamental form.

HN =
∑

hijduiduj

hij = ⟨B(
∂

∂ui
,
∂

∂uj
), N⟩ = ⟨(∇ ∂

∂ui

∂

∂uj
)⊥, N⟩ = ⟨∇ ∂

∂ui

∂

∂uj
, N⟩

= ⟨∇ ∂
∂ui

∑
k

∂xk
∂uj

∂

∂xk
, N⟩ = ⟨

∑
k

∂2xk
∂ui∂uj

∂

∂xk
, N⟩ = ⟨xij , N⟩
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Example 2.6 (Surface of Revolution). Let S ⊂ R3 be the surface of revolution of y = cosh(z). Now, to do
rotation we need sine and cosine.

x(u, v) = (cos(u) cosh(v), sin(u) cosh(v), v)

Then using local coordinates

xu =
∂x

∂u
= (− sin(u) cosh(v), cos(u) cosh(v), 0)

xv =
∂x

∂v
= (cos(u) sinh(v), sin(u) sinh(v), 1)

This is basis for tangent space. Let’s compute the first fundamental form g = x∗g0 (the induced metric on S).

g = Edu2 + 2Fdudv +Gdv2

= ⟨xu,xu⟩du2 + 2⟨xu,xv⟩dudv + ⟨xv,xv⟩dv2

= cosh2(v)du2 + (sinh2(v) + 1)dv2 = cosh2(v)(du2 + dv2)

Next we compute the second fundamental form. In R3, normal vector is given by the cross product.

N =
xu × xv

|xu × xv|
=

(cos(u) cosh(v), sin(u) cosh(v),− sinh(v) cosh(v))√
cosh2(v) + sinh2(v) cosh2(v)

=
(cos(u), sin(u),− sinh(v))

cosh(v)

The second fundamental form writes

HN = edu2 + 2fdudv + gdv2

= ⟨xuu, N⟩du2 + 2⟨xuv, N⟩dudv + ⟨xvv, N⟩dv2

Notice

e = ⟨xuu, N⟩ = ⟨− cos(u) cosh(v)⃗i− sin(u) cosh(v)⃗j,
cos(u)

cosh(v)
i⃗+

sin(u)

cosh(v)
j⃗ − sinh(v)

cosh(v)
k⃗⟩

= − cos2(u)− sin2(u) = −1

f = ⟨xuv, N⟩ = ⟨− sin(u) sinh(v)⃗i+ cos(u) sinh(v)⃗j,
cos(u)

cosh(v)
i⃗+

sin(u)

cosh(v)
j⃗ − sinh(v)

cosh(v)
k⃗⟩ = 0

g = ⟨xvv, N⟩ = ⟨cos(u) cosh(v)⃗i+ sin(u) cosh(v)⃗j,
cos(u)

cosh(v)
i⃗+

sin(u)

cosh(v)
j⃗ − sinh(v)

cosh(v)
k⃗⟩ = 1

Thus the second fundamental form is
HN = −du2 + dv2

By writing

SN (
∂

∂u
) = a

∂

∂u
+ b

∂

∂v

HN (
∂

∂u
,
∂

∂u
) = −1 = ⟨SN (

∂

∂u
),
∂

∂u
⟩ = ⟨a ∂

∂u
+ b

∂

∂v
,
∂

∂u
⟩ = a cosh2(v) here one needs the first fundamental form

a = − 1

cosh2(v)

HN (
∂

∂u
,
∂

∂v
) = 0 = ⟨SN (

∂

∂u
),
∂

∂v
⟩ = ⟨a ∂

∂u
+ b

∂

∂v
,
∂

∂v
⟩ = b cosh2(v)

b = 0

=⇒ SN (
∂

∂u
) = − 1

cosh2(v)

∂

∂u

dNp(xu) =
1

cosh2(v)
xu

dNp(xv) = − 1

cosh2(v)
xv

=⇒ dNp =
1

cosh2(v)

(
1 0
0 −1

)
w.r.t. basis xu, xv
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2.5 Principal Curvature

Definition 2.16 (Principle Curvature). For

f : (Mn, g) ↪→ (M
n+1

, g)

isometric immersion with η ∈ (TpM)⊥ unique up to ±. Let

Sη : TpM → TpM

be self adjoint w.r.t. {ei} an orthonormal basis of TpM and

Sηei = λiei

Then we call {λi} the principal curvatures. We call

det(Sη) =

n∏
i=1

λi Gauss-Kronecker Curvature

Tr(Sη) =

n∑
i=1

λi rescaled mean curvature

Example 2.7. For
f : (M2, g) ↪→ (R3, g0)

surface in R3. Choose n ∈ TpM
⊥. The sectional curvature (intrinsic)

K(p) = K(e1, e2)
Gauss Equation

= ⟨B(e1, e1), B(e2, e2)⟩ − |B(e1, e2)|2

= ⟨λ1n, λ2n⟩ − 0 = λ1λ2

Since

H(e1, e1) = ⟨B(e1, e1), n⟩ = ⟨Sn(e1), e1⟩ = ⟨λ1e1, e1⟩ = λ1

⟨B(e1, e2), n⟩ = ⟨Sn(e1), e2⟩ = λ1⟨e1, e2⟩ = 0

and again since we’re in codimension 1

⟨B(e1, e1), B(e2, e2)⟩ = ⟨⟨B(e1, e1), n⟩n, ⟨B(e2, e2), n⟩n⟩ = ⟨λ1n, λ2n⟩

2.6 Examples

2.6.1 Hessian

In the following we discuss the Hessian.

Definition 2.17 (Hessian). Let

f :M
n+1 → R

be a differentiable function. Define the Hessian Hess(f) of f at p ∈M as the linear operator

Hess(f) : TpM → TpM (Hess(f))(Y ) := ∇Y grad(f) ∀ Y ∈ TpM (27)

where ∇ is the Riemannian connection of M .

Lemma 2.3 (Laplacian). The Laplacian ∆f is given by

∆f = Tr(Hess(f)) (28)

Proof. By definition

∆f := div(grad(f))

:= Tr(linear mapping Y (p) → ∇Y grad(f)(p) for any p ∈M)

= Tr(Hess(f))
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Lemma 2.4 (Hessian as symmetric bilinear form). For any X, Y ∈ X(M)

⟨Hess(f)Y,X⟩ = ⟨Y, (Hess(f)X⟩ (29)

Hence Hess(f) is self-adjoint, and determines a symmetric bilinear form on TpM for any p ∈M via

Hess(f)(X,Y ) := ⟨(Hess(f))X,Y ⟩ ∀ X, Y ∈ TpM (30)

Proof.

⟨(Hess(f))Y,X⟩ = ⟨∇Y grad(f), X⟩ = Y (⟨grad(f), X⟩)− ⟨grad(f),∇YX⟩
= Y (X(f))− (∇YX)(f) using definition of grad(f) and Levi-Civita is compatible with metric

= [Y,X](f) +X(Y (f))− (∇YX)(f) using definition of Lie Bracket

= (∇XY )(f) +X(Y (f)) using Levi-Civita is symmetric

= ⟨grad(f),∇XY ⟩+X(⟨grad(f), Y ⟩)
= ⟨∇Xgrad(f), Y ⟩ = ⟨Y,∇Xgrad(f)⟩ = ⟨Y, (Hess(f))X⟩

Proposition 2.8. Let ‘a’ be a regular value of f , i.e., for any p ∈ f−1(a), f is a submersion at p. Let

Mn ⊂M
n+1

be the hypersurface in M defined by

M := {p ∈M | f(p) = a} = f−1(a)

1. The mean curvature H of M ⊂M is given by

nH = −div(
grad(f)

|grad(f)|
) (31)

Proof. Take an Orthonormal frame E1, · · · , En and our normal vector

En+1 :=
grad(f)

|grad(f)|
= η

in a neighborhood p of M in M . Recall H as in (26) and Sη as in (17)

nH = Tr(Sη) =

n∑
i=1

⟨Sη(Ei), Ei⟩g

= −
n∑

i=1

⟨(DEiη)
T , Ei⟩g (18)

= −
n∑

i=1

⟨DEiη,Ei⟩g = −
n∑

i=1

⟨(f∗∇)Eiη,Ei⟩g (19)

= −
n∑

i=1

⟨∇Eiη,Ei⟩g − ⟨∇ηη, η⟩g

= −
n+1∑
i=1

⟨∇Eiη,Ei⟩

= −divMη using definition of divergence

= −div(
grad(f)

|grad(f)|
)

2. Notice Every Embedded hypersurfaceMn ⊂M
n+1

is locally the inverse image of a regular value. Moreover,
the mean curvature H of such a hypersurface is given by

H = − 1

n
div(N)

where N is an appropriate local extension of the unit normal vector field on Mn ⊂M
n+1

.
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Proof. (a) Since M ↪→M , there exists a smooth immersion

f :M →M

s.t. f(M) ⊂M is homeomorphism w.r.t. subspace topology. Or using the alternative definition, for
any q ∈ M , there exists a neighborhood U of q in M and a coordinate chart ϕ = (x1, · · · , xn+1) on
U s.t.

ϕ(M ∩ U) = ϕ(M) ∩ {xn+1 = 0}
In other words

M ∩ U = {q ∈ U | xn+1(q) = 0}
It suffices to see 0 is a regular value for f = xn+1. But for any p ∈M

dfp : TpM → R dfp =
∂f

∂xn+1
dxn+1

Then
∂f

∂xn+1
= 1

Hence dfp is surjective for any p ∈M ∩ U so 0 is a regular value for f = xn+1.

(b) For any q ∈M , there exists neighborhood U of q in M and a ∈ R s.t.

U ∩M = f−1
U (a)

for some smooth fU and a as its regular value. Applying (31), the mean curvature H of M ∩U ⊂M
is

nH = −div(
grad(fU )

|grad(fU )|
)

However one can extend the formula to neighborhood U in M because fU is submersion on U ∩M ,
hence has non-vanishing gradient. By continuity of fU one can extend smoothly to open neighborhood
in M . Now one can define a unit normal vector field N as the local extension s.t.

NU :=
grad(fU )

|grad(fU )|
∀ U ⊂M local neighborhood s.t. NU is well-defined

2.6.2 Singularity of Killing Field

Proposition 2.9. Let X be a Killing vector field on a Riemannian manifold M . Let

N = {p ∈M | X(p) = 0}

1. If p ∈ N and V ⊂M is a normal neighborhood of p. Let q ∈ N ∩ V . Then the radial segment γ joining p
to q is contained in N . In particular γ ∩ V ⊂ N .

Proof. Let V be normal neighborhood of p, i.e., expp is a diffeomorphism from a subset of TpM to V .
Consider the unique radial geodesic segment γ : [0, 1] →M joining p and q s.t.

γ(0) = p ∈ N ∩ V
γ(1) = q ∈ N ∩ V

Since X is a Killing vector field, the flow of X preserves the metric of M , in particular geodesics. Let ϕt
denote the flow of X, i.e.

∂

∂t
ϕt(q) = X(ϕt(q))

ϕ0(q) = q

Hence ϕt preserves the geodesic, i.e.

ϕt(γ(s)) = γ(s) ∀ s ∈ [0, 1]

We obtain

X(γ(s)) =
∂

∂t
ϕt(γ(s)) =

∂

∂t
γ(s) = 0 ∀ s ∈ [0, 1]

Thus γ(s) ∈ N for any s.
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2. If p ∈ N , there exists a neighborhood V ⊂ M of p s.t. V ∩N is a submanifold of M . In particular every
connected component of N is a submanifold of M .

Proof. (a) If p is isolated, done.

(b) Otherwise let V ⊂ M be a normal neighborhood of p s.t. there exists q1 ∈ V ∩ N . Consider the
radial geodesic γ1 joining p to q1. If V ∩N = γ1, by (a) we’re done.

(c) Otherwise let q2 ∈ V ∩N \ {γ1} and let γ2 be the radial geodesic joining p to q2. Consider

Q = Span{exp−1
p (q1), exp

−1
p (q2)} ⊂ TpM

and let
N2 := expp(Q ∩ exp−1

p (V ))

Here we denote Xt :M →M as the flow of X. Notice Xt fixes q1 and q2

Xt(q1) = q1 Xt(q2) = q2

In particular, since Xt preserves the geodesics, and exp−1
p (q1), exp

−1
p (q2) are tangent to the geodesics

joining p to q1 and q2 respectively

(dXt)p(exp
−1
p (q1)) = exp−1

p (q1)

(dXt)p(exp
−1
p (q2)) = exp−1

p (q2)

Since Q = Span{exp−1
p (q1), exp

−1
p (q2)} we have (dXt)p restricted to Q is the identity. Thus N2 ⊂

V ∩N . We proceed by picking another geodesic until the dimension of TpM is exhausted.

3. The codimension, as a submanifold of M , of a connected component Nk of N , is even.

Proof. Recall the fact that: If a sphere has a non-vanishing differentiable vector field on it then its
dimension must be odd. Now let Ep := (TpNk)

⊥ and set V ⊂M be a normal neighborhood of p. Let

N⊥
k := expp(Ep ∩ exp−1

p (V ))

For all t,
(dXt)p : Ep = (TpNk)

⊥ → Ep

so X is tangent to N⊥
k . On the other hand X ̸= 0 is tangent to the geodesic spheres of N⊥

k with center
p. But by our fact above, the dimension of such geodesic sphere is odd. Hence

dimN⊥
k = dimEp

is even.

36



3 Global Differential Geometry

We plan on discussing

1. Complete Manifolds

2. Hopf-Rinow Theorem

3. Hadamard Theorem

3.1 Complete Riemannian Manifolds

We always assume M is Hausdorff. Completeness for metric space means all Cauchy Sequence converges. We
want to define geodesically complete, to do so one needs distance on manifolds.

Definition 3.1 (Path-Connected). M is path-connected if for any p, q ∈M , there exists continuous

c : [0, 1] →M s.t. c(0) = p c(1) = q

Lemma 3.1. If M is a connected topological manifold, then M is path connected.

Lemma 3.2. If M is a connected Ck manifold, there exists a CK map

c : [0, 1] →M s.t. c(0) = p c(1) = q

Definition 3.2 (Distance). Let (M, g) be a connected Riemannian manifold. For every p, q ∈ M , we define
the distance between p and q as infimum of the length of all curves connecting p and q

dg(p, q) := inf{ℓ(c) | c : [0, 1] →M piecewise smooth s.t. c(0) = p c(1) = q}

1. The set is non-empty due to M is connected. Hence dg(p, q) ≥ 0.

2. We fix the metric g and denote d(p, q).

Proposition 3.1. (M,d) defines a metric space.

Proof. 1. Triangle Inequality. For any p, q, m ∈M .

d(p, q) + d(q,m) ≥ d(p,m)

due to composition of curves.

2. d is symmetric trivially by reversing the curve parametrization.

3. d(p, q) ≥ 0 due to nonempty set. It suffices to check d(p, q) = 0 ⇐⇒ p = q. We need to check d(p, q) = 0
implies p = q. We prove the contrapositive, i.e., for p ̸= q, we want to show d(p, q) > 0. For this we need
to use our manifold M is Hausdorff. There exists an open neighborhood U of p ∈ M s.t. q /∈ U . There
exists r s.t. the normal ball

Br(p) ⊂ U

But then d(p, q) ≥ r because all points at distance ≤ r from p are in Br(p), otherwise q ∈ Br(p).

Example 3.1. 1. On Rn, d(x, y) = |x− y|.

2. Line with two origins. Let M = (R× {0, 1}) / [(x, 0) ∼ (x, 1) except for x = 0]. Then

d([x, 0], [y, 1]) = |x− y| ∀ x, y ̸= 0

d([x, 0], [0, 1]) = |x|
d([0, 0], [0, 1]) = 0

Hence we indeed need Hausdorff condition.

Remark 3.1. 1. If there exists a minimizing geodesic γ between p and q, then

ℓ(γ) = d(p, q)

2. The topology induced by d is the same as the original topology, i.e., the one with basis

{Br(p) | r > 0, p ∈M}
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3. Fix p0 ∈M , then
f : (M,d) → (R, | · |) q 7→ d(p0, q)

is continuous, In fact

|f(q)− f(p)| = |d(p0, q)− d(p0, p)| ≤ |d(p, q)|

Then f is Lipschitz continuous.

Definition 3.3 (Geodesically Complete). A Riemannian manifold (M, g) is geodesically complete if for any
p ∈M ,

expp(v) is defined for all v ∈ TpM

i.e., all geodesics γ(t) are defined for all t ∈ R.

3.2 Hopf-Rinow Theorem

Hopf-Rinow says (M, g) is geodesically complete iff (M,d) is complete metric space.

Theorem 3.1 (Hopf-Rinow). The following are (a)− (e) equivalent and all imply (f)

(a) expp(v) is defined for all v ∈ TpM at a particular point p ∈M .

(b) Closed and Bounded sets of (M,d) are compact.

(c) (M,d) is a complete metric space.

(d) (M, g) is geodesically complete, i.e., expq(v) is defined for all v ∈ TqM for any q ∈M .

(e) There exists a sequence of compact sets {Kn}

Kn ⊂ Kn+1

⋃
n

Kn =M

s.t. if qn /∈ Kn ∀ n then d(p, qn) → ∞.

(f) In the above cases, for any q ∈M fixed there exists minimizing geodesic γ between any p ∈M and q, i.e.

ℓ(γ) = d(p, q)

Example 3.2 (Counter example for (f) does not imply (a)). Take B1(0) open ball in Rn. (f) is satisfied. But
exp0(v) is not defined for |v| ≥ 1. In particular B1(0) is not complete.

Proof of Theorem 3.1 (a) =⇒ (f). We want to find the initial velocity v ∈ TpM s.t. |v| = 1 of the geodesic γ
where γ(0) = p and γ(1) = q. In this case we want

γ(t) = expp(tv) γ(r) = q for r = d(p, q)

There exists r0 s.t. Br0(p) is a normal ball at p.

1. Case one. If r < r0, and q ∈ Br0(p), then there exists a minimizing geodesic connecting p and q.

2. Case two. If r > r0. The idea is to construct the curve with initial velocity step by step. Consider the
map

f :M → R x 7→ d(q, x)

which is continuous. There exists x0 ∈ Sr0(p) the sphere of the normal ball s.t.

x0 = min
x∈Sr0

(p)
f(x)

Note x0 may not be unique. In particular,

x0 = expp(r0v) for some unit tangent vector v

Finally we can use the assumption that expp is defined for all v ∈ TpM . So we define the curve

γ(t) := expp(tv)

and I want to show that γ(r) = q. To do so we use the continuity method. We define a set

A = {s ∈ [0, r] | d(γ(s), q) = r − s}

If one can prove A is non-empty, closed and open, then since A is connected, we have A = [0, r]. In
particular we conclude r ∈ A, and finally d(γ(r), q) = r − r = 0 =⇒ γ(r) = q.
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• A is non-empty since s = 0 lies inside

d(γ(0), q) = d(p, q) = r − 0 = r

• A is closed due to closed condition.

• We’re left to prove A open. We show that if s ∈ A, then there exists δ > 0 s.t. s + δ ∈ A. Since
s ∈ A, one has

d(γ(s), q) = r − s

Consider the normal ball centered at γ(s), of some radius δ, which is between (0, r − s). Now we
consider x′ that minimizes the distance between the ball and q, i.e.

x′ = min
x∈Sδ(γ(s))

f(x)

Then

r − s = d(γ(s), q) = δ +min{d(q, x) | x ∈ Sδ(γ(s))}
= δ + d(q, x′)

d(x′, q) = r − (s+ δ)

Now by triangle inequality

s+ δ ≥ d(p, x′) ≥ d(p, q)− d(q, x′) = r − r + (s+ δ) = s+ δ

d(p, x′) = s+ δ

=⇒ x′ = γ(s+ δ)

Thus
d(γ(s+ δ), q) = r − (s+ δ) =⇒ s+ δ ∈ A

Proof of Theorem 3.1 (a) =⇒ (b). Let A ⊂M closed and bounded. Then there exists r > 0 s.t.

A ⊂ {x ∈M | d(x, p) ≤ r} = Br(p) ⊂ expp(Br(0))

where the latter is indeed a compact set. Hence using A closed subset of a compact set and Hausdorff topology,
one knows that A is compact.

Proof of Theorem 3.1 (b) =⇒ (c). Start with a Cauchy Sequence {xn}. Let A = {xn} be closed and bounded.
Then A is compact, and there exists a subsequence xnk

→ p0 ∈M . Hence xn → p0 since it’s Cauchy.

Proof of Theorem 3.1 (c) =⇒ (d). Let q ∈M , we want to show that expq is defined on TqM . Suppose

γ : (a, s0) →M

is a normalized geodesic. Then we prove that γ can be extended to

γ : (a, s0 + δ) →M

How do we prove? Remember we assume Cauchy sequence converges. We take a sequence that converges to s0.
Let sn be an increasing sequence s.t. sn ↗ s0. Then since we have normalized geodesic

d(γ(sn), γ(sm)) ≤ |sn − sm|

Since {sn} is Cauchy, γ(sn) are Cauchy, and using our assumption, γ(sn) → p0 in M . Then there exists δ > 0
and a totally normal neighborhood V of p0 s.t.

1. for any p1, p2 ∈ V , there is a minimizing geodesic between p1 and p2

2. for every q ∈ V ,
expq : B2δ(0) ⊂ TqM → V

is defined.
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What is remarkable is that the δ is uniform in q ∈ V . If γ(sn) and γ(sm) ∈ V , then γ coincides with the
minimizing geodesic between γ(sn) and γ(sm). Choose sn s.t. γ(sn) ∈ V and

s0 − δ < sn < s0

Then for the exponential map at γ(sn), we again center a ball at γ(sn) with radius 2δ, i.e.

expγ(sn) : B2δ(0) → V

is defined. Hence γ(t) is defined for t ∈ (sn−2δ, sn+δ). But sn+2δ > s0 by our choice. Hence γ is extended.

Proof of Theorem 3.1 (d) =⇒ (a). Trivial.

Proof of Theorem 3.1 (b) =⇒ (e). Let Kn = Bn(p). They satisfy (e). If qn /∈ Kn for any n, then d(p, qn) ≥
n.

Proof of Theorem 3.1 (e) =⇒ (b). Let A be a closed and bounded set. Then there exists n s.t. A ⊂ Kn, hence
A is compact.

Corollary 3.1. Any Riemannian metric on a compact manifold gives a complete manifold.

Proof. Property (e) is always verified.

Example 3.3. 1. Sn, Tn are complete.

2. (Rn, g0) is complete.

3. (Bn
1 (0), g0) is not complete.

4. Let

ϕ : Rn → Bn
1 x 7→ x√

1 + |x|2

Then the inverse writes
ϕ−1 : Bn

1 → Rn y 7→ y√
1− |y|2

The diffeomorphism (Rn, ϕ∗g0) is not complete since the ball is not complete.

5. Any proper open subset of a complete manifold is not complete, i.e., for open embedding

i :M ↪→M i(M) ⊊ (M, g) open and proper

Here (M, i∗g) is not complete.

Definition 3.4 (Extendible). Let M , M ′ be connected. A Riemannian manifold (M, g) is extendible if there
exists an isometric open embedding

i : (M, g) ↪→ (M ′, g′) i(M) ⊊M ′

Remark 3.2. If M is compact then M is complete. If M is complete than M is non-extendible. Both converses
are not true.

1. (Rn, g0) is complete but not compact

2. The map
exp : C → (C \ {0}, dx2 + dy2) z 7→ ez

gives (C \ {0}, dx2 + dy2) extendible. Hence this is incomplete. But then

(C, exp∗(dx2 + dy2))

is incomplete and inextendible.

Corollary 3.2. Let (M, g) be complete Riemannian manifold. Let N be a closed submanifold. Denote

i : N →M as inclusion

Then
(N, i∗g) is complete
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Proof. By Theorem 3.1 property (b), we need to show closed and bounded sets of N are compact. Here closed
and bounded sets are w.r.t. the distance dN given by i∗g. But

dN (p, q) ≥ dM (p, q)

so any closed and bounded sets of N are also closed and bounded in M . So they’re compact.

We have one criterion for complete manifolds.

Proposition 3.2. Let M and M be Riemannian manifolds and let

f :M →M be a diffeomorphism

Let M be complete, and assume there exists a constant c ≥ 0 s.t.

|v| ≥ c|dfp(v)| ∀ p ∈M v ∈ TpM

Then M is complete.

Proof. Let {pn} be a Cauchy sequence in M . By Hopf-Rinow 3.1 (c), it suffices to prove pn converges. Notice
{f(pn)}n is a sequence in M , and since M is complete, if we’re able to show {f(pn)}n is Cauchy, we have
convergence of f(pn) to some point q ∈ M . Indeed, for any pn ∈ M , there exists totally normal neighborhood
V of pn s.t. for any pm ∈ V , there exists γ a minimizing geodesic joining pn and pm, i.e.

γ : [0, 1] →M γ(0) = pn γ(1) = pm

One has

dM (f(pn), f(pm)) ≤
ˆ 1

0

|dfγ(t)(γ′(t))| dt

≤
ˆ 1

0

1

c
|γ′(t)| dt = 1

c
ℓ(γ)

=
1

c
dM (pn, pm)

But {pn} is Cauchy sequence in M , hence dM (pn, pm) → 0 so {f(pn)} is a Cauchy sequence. Thus there exists
q ∈M s.t.

dM (f(pn), q) → 0

Now since f is a diffeomorphism, it has a smooth inverse, hence define p := f−1(q) and by continuity

dM (pn, p) → 0

3.3 Examples

We discuss further examples illustrating Hopf-Rinow.

3.3.1 Rays

Definition 3.5 (Ray). A geodesic γ : [0,∞) →M in a Riemannian manifold M is a ray starting from γ(0) if
it minimizes the distance between γ(0) and γ(s) for any s ∈ (0,∞).

Proposition 3.3. Let M be complete and non-compact. Then for any p ∈M , there exists a ray starting from
p in M .

Proof. 1. Since M is geodesically complete, for any p ∈ M , the exponential map expp(v) is defined for all
v ∈ TpM . Since M is non-compact, there exists a sequence of points qn ∈M s.t. d(p, qn) → ∞.

2. Using (f) in Hopf-Rinow 3.1, for any qn ∈M one can pick a minimizing geodesic γn between p and qn s.t.

ℓ(γn) = d(p, qn)

WLOG one may parametrize γn using arc-length, i.e.

γn(0) = p γn(d(p, qn)) = qn
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3. Now consider the family of tangent vectors {γ′n(0)} ⊂ SpM ⊂ TpM where |γ′n(0)| = 1 and SpM denotes the
unit sphere in TpM . Since SpM is compact, one may extract a convergnt subsequence γ′nk

(0) → v ∈ SpM .
Again since M is geodesically complete, the geodesic

γ : [0,∞) →M γ(0) = p, γ′(0) = v

exists.

4. We claim that γ is a ray. To see this, one needs to show γ minimizes the distance between p and γ(s) for
any s ∈ (0,∞). Now fix s, there exists k large enough s.t.

d(p, qnk
) ≥ d(p, γ(s))

hence
ℓ(γnk

|[0,s]) = d(p, γnk
(s)) is length minimizing

Push k → ∞, since both
γ′nk

(0) → v γnk
(s) → γ(s)

By continuous dependence on initial conditions

d(γnk
(s), γ(s)) → 0

Hence γ|[0,s] is length minimizing.

3.3.2 Hyperbolic Plane

Definition 3.6. A Hyperbolic Plane H = {(x, y) ∈ R2 | y > 0} is equipped with Riemannian metric

g11 = g22 =
1

y2
g12 = 0

Recall the ‘Minimizing’ characterisation for geodesics.

Proposition 3.4. If a piecewise differentiable curve γ : [a, b] → M with parameter proportional to arc length
has length less or equal to any other piecewise differentiable curve joining γ(a) and γ(b), then γ is a geodesic
in M .

Lemma 3.3 (Geodesics of H). Geodesics of H are either

1. Upper semi-circles

2. rays x = x0 for y > 0

Proof. 1. We claim the segment

γ : [a, b] → H γ(t) := (0, t) a > 0

is the image of a geodesic. Indeed, for any arc c : [a, b] → H s.t.

c(t) = (x(t), y(t)) c(a) = (0, a) c(b) = (0, b)

One has

ℓ(c) =

ˆ b

a

|dc
dt

| dt =
ˆ b

a

√
(
dx

dt
)2 + (

dy

dt
)2

1

y(t)
dt

≥
ˆ b

a

|dy
dt

|1
y
dt ≥

ˆ b

a

dy

y
= ℓ(γ)

Hence γ minimizes arc length for piecewise differentiable curves, and using Proposition 3.4, the image of
γ is a geodesic.

2. The isometries of H are the Möbius Transforms

z 7→ az + b

cz + d
z = x+ iy ad− bc = 1 (32)

and it transforms the 0y axis into upper semi-circles or rays x = x0 for y > 0. Since isometries preserve
geodesics, these are geodesics. In fact they’re the only geodesics. Indeed, for any p ∈ H, and any direction
in TpH, there passes either a semi-circle with center on the 0x axis or the circle degenerates to a ray
normal to 0x.
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Theorem 3.2. The Upper Half Plane H = R2
+ with the Lobatchevski metric g

g11 = g22 =
1

y2
g12 = 0

is complete

Proof. We want to make use of Hopf-Rinow 3.1 (a). We have to show the geodesic starting at the point
(0, 1) ∈ R2

+ is well-defined for all v ∈ T(0,1)R2
+ for all time t. Since we require to exist for t ≥ 0 it suffices to

take |v| = 1.

1. If v = (0, 1) the geodesic is
γ(t) = (0, et)

since from Proposition 3.4

ℓ(c) ≥
ˆ b

a

dy

y
= log(b)− log(a)

2. If v = (0,−1) the geodesic is accordingly
γ(t) = (0, e−t)

3. If v = (sin(θ),− cos(θ)) we make the identification y = iy in the complex field. Then we claim

γ(t) =
sin( θ2 )ie

t − cos( θ2 )

cos( θ2 )ie
t + sin( θ2 )

is the geodesic with origin i = (0, 1) and initial velocity v = eiθ = (cos(θ), sin(θ)).

(a) As in (32) sin2( θ2 ) + cos2( θ2 ) = 1 so image of γ is indeed a geodesic.

(b) Compute

γ(0) =
sin( θ2 )i− cos( θ2 )

cos( θ2 )i+ sin( θ2 )
= i = (0, 1)

(c) Compute

γ′(t) = − 1

(cos( θ2 )ie
t + sin( θ2 ))

2
cos(

θ

2
)iet(sin(

θ

2
)iet − cos(

θ

2
)) +

sin( θ2 )ie
t

cos( θ2 )ie
t + sin( θ2 )

γ′(0) = − 1

(cos( θ2 )i+ sin( θ2 ))
2
cos(

θ

2
)i(sin(

θ

2
)i− cos(

θ

2
)) +

sin( θ2 )i

cos( θ2 )i+ sin( θ2 )

=
1

(cos( θ2 )i+ sin( θ2 ))
2

(
cos(

θ

2
) sin(

θ

2
) + i cos(

θ

2
)2 − cos(

θ

2
) sin(

θ

2
) + i sin(

θ

2
)2
)

= i
1

(cos( θ2 )i+ sin( θ2 ))
2
=

i

− cos( θ2 )
2 + 2i sin( θ2 ) cos(

θ
2 ) + sin( θ2 )

2

=
i

i sin(θ)− cos(θ)
=

1

sin(θ) + i cos(θ)
= sin(θ)− i cos(θ)

Since all above γ(t) exists for all t ≥ 0, exp(0,1)(v) is defined for all v ∈ T(0,1)R2
+. Hence H = R2

+ is geodesically
complete, thus complete.

3.3.3 Homogeneous manifold

Definition 3.7. A Riemannian manifold M is homogeneous if for any p, q ∈M there exists an isometry of M
which takes p to q.

Proposition 3.5. Any homogeneous manifold M is complete.

Proof. By Hopf-Rinow 3.1 it suffices to show H is geodesically complete. Suppose we have a unit speed geodesic

c : [a, 1) →M s.t. it is not extendiable to t = 1

Now for any p ∈M , due to local existence of geodesic, there exists another geodesic c2 starting at p and α > 0
small s.t.

ℓ(c2) ≥ α > 0
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Let’s denote

δ := min{α
2
,
1− a

2
} > 0

Since M is homogenegous, for points p and c(1 − δ), there exists an isometry of M that takes p to c(1 − δ).
But isometry also preserves geodesics, hence our c2 should be isometrically mapped to some geodesic of equal
length with starting point c(1− δ). But

ℓ(c2) ≥ α ≥ 2δ

hence
c : [1− δ, 1 + δ) →M is extended

But this contradicts with our assumption. Thus M is complete.

3.4 Hadamard

Now going back to isomeric immersion.

Proposition 3.6. Let
f : (M, g) → (M, g)

be an isometric immersion. Then f is geodesic at p ∈M , i.e.

B(x, y) = 0 ∀ x, y ∈ TpM

iff for any
γ : (−ε, ε) →M geodesic γ(0) = p

one has

γ̃ := f ◦ γ : (−ε, ε) γ→M
f→M is a geodesic on M

Proof. Assume f is geodesic at p ∈ M . Suppose γ is a geodesic in M , we want to prove γ = f ◦ γ is geodesic
in M . What is the covariant derivative of γ′?

(
D

dt
γ′)(0) = (

D

dt
γ′)(0) +B(γ′(0), γ′(0))

= (
D

dt
γ′)(0) = 0 since γ is geodesic in M

On the converse, it suffices to show that B(x, x) = 0 for any x ∈ TpM . Let

γ(t) = expp(tx)

Then

(
D

dt
γ′)(t) = 0

(
D

dt
γ′)(t) = 0

B(x, x) = (
D

dt
γ′)(0)− (

D

dt
γ′)(0) = 0

Recall (M, g) is Riemannian manifold of dimension n with p ∈M , then there exists ε > 0 s.t.

expp : Bε(0) ⊂ TpM →M

is a C∞ embedding. Now let
M := expp(W ∩Bε(0))

where W is a subspace of TpM of dimension n. Then M is a n-dim submanifold of M which satisfies the two
condition.

Corollary 3.3. If f : (M, g) → (M, g) is totally geodesic, i.e, f is geodesic for any p ∈M . Then

expp = expp
∣∣
V ∩TpM

where V is a neighborhood of origin of TpM on which expp is defined.
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Now we give a rigidity theorem.

Theorem 3.3 (Cartan-Hadamard Theorem). Let M be a complete Riemannian manifold with K(p, σ) ≤ 0 for
all p ∈M and σ ⊂ TpM 2-planes. Then for any p ∈M , the exponential map

expp : TpM →M is a covering map

In particular, if M is simply connected, then expp is a diffeomorphism, and hence M is diffeomorphic to Rn.

We’ll prove Theorem 3.3 via two lemmas.

Definition 3.8 (Pole). Let (M, g) be a complete Riemannian manifold. We say p is a pole if the conjugate
locus C(p) = ∅ is empty, i.e.,

expp : TpM →M

has no critical points, hence expp is a local diffeomorphism.

Lemma 3.4. Let (M, g) be a complete Riemannian Manifold with K(p, σ) ≤ 0 for any p ∈ M and σ ⊂ TpM
2-plane. Then for any p ∈M , p is a pole.

Remark 3.3. Notice Lemma 3.4 does not mean if there exists p ∈ M s.t. K(p, σ) ≤ 0 for any σ ⊂ TpM then
it implies p is a pole.

Proof of Lemma 3.4. See Proposition 1.5. Compute ⟨J, J⟩′′.

Before we deliver the second lemma we make a remark.

Remark 3.4. Notice that poles can exist in non-compact manifolds which have positive sectional curvature.
The point p = (0, 0, 0) of the paraboloid

S = {(x, y, z) ∈ R3 | z = x2 + y2}

is a pole of S. On the other hand, notice the curvature is positive.

Proof. It suffices to prove that there is no non-trivial Jacobi Field connecting any point with p = (0, 0, 0) that
vanishes on both end points. Let’s parametrize S via

(r cos(θ), r sin(θ), r2)

Then one compute the first fundamental form

g = dx2 + dy2 + dz2 = d(r cos(θ))2 + d(r sin(θ))2 + d(r2)2

= (cos(θ)dr − r sin(θ)dθ)2 + (sin(θ)dr + r cos(θ)dθ)2 + (2rdr)2

= cos(θ)2dr2 − 2r cos(θ) sin(θ)drdθ + r2 sin(θ)2dθ2 + sin2(θ)dr2 + 2r sin(θ) cos(θ)drdθ + r2 cos2(θ)dθ2 + 4r2dr2

= (1 + 4r2)dr2 + r2dθ2

g11 = grr = 1 + 4r2

g22 = gθθ = r2

g11 =
1

1 + 4r2

g22 =
1

r2

Now we compute the Christoffel symbols.

Γℓ
ij =

1

2

2∑
k=1

gℓk(gik,j + gkj,i − gij,k)

Γ1
11 =

1

2

1

1 + 4r2
8r =

4r

1 + 4r2

Γ2
12 = Γ2

21 =
1

2

1

r2
2r =

1

r

With the Christoffel symbols we solve for the geodesics. Let (r(t), θ(t)) solve

d2r

dt2
+

4r

1 + 4r2
(
dr

dt
)2 = 0

d2θ

dt2
+

2

r

dr

dt

dθ

dt
= 0
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Due to the symmetric structure one can assume θ(t) = θ to be constant. Let’s pause here since the ODE is
difficult to solve. Instead we directly look at the Gauss curvature. Since our manifold is two dimension, one
may use

K =
R1212

g11g22 − g212

To do so, compute

∇ ∂
∂θ
∇ ∂

∂r

∂

∂r
= ∇ ∂

∂θ
(

4r

1 + 4r2
∂

∂r
) =

4r

1 + 4r2
∇ ∂

∂θ

∂

∂r

=
4r

1 + 4r2
(
1

r

∂

∂θ
) =

4

1 + 4r2
∂

∂θ

∇ ∂
∂r
∇ ∂

∂θ

∂

∂r
= ∇ ∂

∂r
(
1

r

∂

∂θ
) = − 1

r2
∂

∂θ
+

1

r
(
1

r

∂

∂θ
) = 0

Thus

R1212 = ⟨R( ∂
∂r
,
∂

∂θ
)
∂

∂r
,
∂

∂θ
⟩

= ⟨∇ ∂
∂θ
∇ ∂

∂r

∂

∂r
−∇ ∂

∂r
∇ ∂

∂θ

∂

∂r
,
∂

∂θ
⟩

= ⟨ 4

1 + 4r2
∂

∂θ
,
∂

∂θ
⟩

=
4r2

1 + 4r2

We proceed to compute

K =
4r2

1+4r2

(1 + 4r2)r2
=

4

(1 + 4r2)2
> 0

This concludes that the curvature is positive. Now for a radial geodesic γ(t) = (r(t), θ), and essentially since
our manifold is 2 dimensional, the Jacobi equation writes (upon taking arc length parametrization)

J ′′(t) +R(γ′, J)γ′J(t) = 0

J ′′ +K(γ(t))J(t) = 0

J ′′(t) +
4

(1 + 4r(t)2)2
J(t) = 0

J ′′(t) +
4

(1 + 4t2)2
J(t) = 0

Since 4
(1+4t2)2 > 0 and is decreasing hence the solution do not oscillate, there is no non-trivial solutions J(t)

that vanishes at two points.

Lemma 3.5. Let (M, g) be a complete Riemannian manifold, and let (N,h) be another Riemannian manifold
s.t. there exists

f :M → N surjective and local diffeomorphism

and assume for any p ∈M , for any v ∈ TpM , we have

∥dfp(v)∥f(p) ≥ ∥v∥p (33)

Then we have f is a covering map.

Remark 3.5 (Path-lifting Property). If we have a path c : [0, 1] → B

B

[0, 1] B

πc

c

Let π : B → B be a continuous surjective map, local homeomorphism with path lifting property s.t.

1. B is locally path connected

2. B is locally simply connected
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Then π is a covering map.

Proof of Lemma 3.5. By the above fact Remark 3.5, we only need to check that f satisfies the path lifting
property. Given

c : [0, 1] → N

We want to prove

(a) c can be defined. If c is defined in some small interval then one can extend it. In particular if

c : [0, t0] →M 0 ≤ t0 < 1

s.t.
f ◦ c = c

Then there exists a δ > 0 s.t. c is defined on [0, t0 + δ] and also satisfies

f ◦ c = c

(b) If c is now defined in
c : [0, t0) →M 0 < t0 ≤ 1

s.t.
f ◦ c = c

Then c can be extended to t0
c : [0, t0] →M

with
f ◦ c = c

In particular f(c(t0)) = c(t0).

Proof of (a). Since f is local diffeomorphism, there exists U open neighborhood of c(t0) s.t.

f |U : U → f(U) is a diffeomorphism

Then f(U) is an open neighborhood of c(t0) = f(c(t0)). Then there exists δ > 0 s.t. the image of (t0− δ, t0+ δ)
through c is contained in U . For t ∈ (t0 − δ, t0 + δ) define

c(t) := (f |U )
−1(c(t))

since f is surjective.

Proof of (b). In this we need (33). Let {tn} be a sequence tn+1 > tn s.t. tn → t0. Then for any m < n.
Compute the distance between c(tn) and c(tm) because we want to show {c(tn)} is Cauchy.

dM (c(tn), c(tm)) ≤ ℓ(c|[tm,tn]
) =

ˆ tn

tm

∥∥∥∥dcdt (t)
∥∥∥∥
c(t)

dt

(33)

≤
ˆ tn

tm

∥∥∥∥dfc(t)(dcdt (t))
∥∥∥∥
c(t)

dt =

ˆ tn

tm

∥∥∥∥ ddt (f ◦ c)
∥∥∥∥
c(t)

dt

=

ˆ tn

tm

∥∥∥∥ ddtc(t)
∥∥∥∥
c(t)

dt ≤ C|tn − tm| where C := max
[0,1]

|dc
dt

(t)|

Now {c(tn)} is Cauchy. Since M is complete, by Hopf-Rinow 3.1, c(tn) converges, so there exists r ∈M s.t.

c(tn) → r

We define
r := c(t0)

It suffices to check f(c(t0)) = c(t0). But using continuity of f

f(c(t0)) = f(r) = f( lim
n→∞

c(tn)) = lim
n→∞

(f ◦ c)(tn) = lim
n→∞

c(tn) = c(t0)
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Corollary 3.4 (Corollary of Lemma 3.5). Let (M, g) be a complete Riemannian manifold. Suppose p ∈ M is
a pole. Then

expp : TpM →M

is a covering map. In particular, if M is simply connected, then expp is a diffeomorphism, and hence M is
diffeomorphic to Rn.

Proof. Since p is a pole, expp : TpM →M is a local diffeomorphism. SinceM is complete Riemannian Manifold,
by Hopf-Rinow 3.1

expp : TpM →M is surjective

We define
g̃ := exp∗p g

to be a Riemannian metric on TpM . Then the exponential map

expp : (TpM, g̃) → (M, g) is a local isometry

In particular ∥∥d expp(v)∥∥g = ∥v∥g̃

so (33) is satisfied. Now we only need to check (TpM, g̃) is complete to apply Lemma 3.5. By Hopf-Rinow 3.1,
we show that exp map of (TpM, g̃) is defined everywhere.

∀ v ∈ T0(TpM) ∼= TpM γ(t) := expp(tv) ∀ t ∈ R is a geodesic in M

and
γ̃(t) := tv ∀ t ∈ R is a geodesic in TpM

One define

˜exp0 : T0(TpM) → TpM ˜exp0(tv) := γ̃(t) = tv =⇒ ˜exp0 : T0(TpM) = TpM → TpM is the identity

In particular ˜exp0 is defined everywhere at the point 0. By Hopf-Rinow 3.1 we know (TpM, g̃) is complete.
Hence by Lemma 3.5, expp is a covering map.

Proof of Theorem 3.3. Let (M, g) be complete Riemannian manifold with K(p, σ) ≤ 0. By Lemma 3.4 for any
p ∈M , p is a pole. By Corollary 3.4 we know

expp : TpM →M

is a covering map.
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4 Space of Constant Curvature

4.1 Theorem of Cartan on Determination of the Metric by Curvature

If two Riemannian manifolds have the same Riemannian curvature, then they have the same metric. How do we
compare two Riemannian manifolds of the same dimension? Let p ∈ M and p̃ ∈ M̃ with the same dimension.
In particular they both have tangent space TpM ∼= Tp̃M̃ = Rn. Then one can cook up a map i between the
tangent spaces

i : TpM → Tp̃M̃ linear isometry, i.e., sends an ONB to an ONB

There exists r > 0 s.t.

expp : Br(0) ⊂ TpM → Br(p) ⊂M

˜expp̃ : Br(0) ⊂ Tp̃M̃ → Br(p̃) ⊂ M̃

are diffeomorphisms. Now we define

f : Br(p) ⊂M → Br(p̃) ⊂ M̃ f(q) := ˜expp̃ ◦ i ◦ (expp)−1(q) f is a diffeomorphism (34)

Now for any q ∈ Br(p), there exists a unique initial velocity v ∈ TpM s.t. q can be reached via

q = expp(ℓv) ℓ := d(p, q)

Now let
Pp,q : TpM → TqM be the parallel transport along the geodesic γ(t) := expp(tv)

Similarly let

P̃p̃,f(q) : Tp̃M̃ → Tf(q)M̃ be the parallel transport along the geodesic γ̃(t) := ˜expp̃(tṽ)

Now for any q ∈ Br(p), define

ϕq : TqM → Tf(q)M̃ ϕq := P̃p̃,f(q) ◦ i ◦ (Pp,q)
−1 is a linear isometry (35)

Theorem 4.1 (Cartan). With the above notations, if for all q ∈ Br(p), and for all

x, y, v, u ∈ TqM

one has, for (35), that Riemannian curvature agrees

R(x, y, v, u) = R̃(ϕq(x), ϕq(y), ϕq(v), ϕq(u))

Then f as in (34)
f : Br(p) → Br(p̃)

is an isometry and
dfp = i

Remark 4.1. This is why Riemannian curvature is so important.

Proof of Cartan 4.1. We already know that f is a diffeomorphism. We really need to show that for all q ∈ Br(p)
and for every w ∈ TqM , the norm is preserved

∥dfp(w)∥f(q) = ∥w∥q

Observe that

dfp = d( ˜expp̃ ◦ i ◦ (expp)−1) = d ˜expp̃ ◦ i ◦ d(expp)−1

= idTp̃M̃
◦ i ◦ (idTpM )−1 = i

Remark that even the identity is known, it doesn’t mean f is an isometry. We need to show norms are the
same. We do it through Jacobi fields. Those will allow us to use the hypothesis. We may assume p ̸= q and
w ̸= 0. There exists unit vector v ∈ TpM s.t.

q = expp(ℓv) ℓ = d(p, q) > 0

There exists a unique w0 ∈ Tℓv(TpM) ∼= TpM such that

(d expp)ℓv(w0) =
w

ℓ
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This exists since if ℓv < r one can find the preimage due to d expp is a linear isomorphism. Now let

γ : [0, ℓ] →M be the geodesic s.t. γ(0) = p γ(ℓ) = q

Look at the Jacobi Field
J(t) := (d expp)tv(tw0)

Then

J(0) = 0

J(ℓ) = (d expp)ℓv(ℓw0) = ℓ(d expp)ℓv(w0) = ℓ
w

ℓ
= w

Now we write in coordinates. Let {e1, · · · , en} be an orthonormal basis of TpM . We let

en := v = γ′(0)

Let {e1(t), · · · , en(t)} be the parallel transport along the geodesic γ. Then Jacobi Field has local coordinates

J(t) =

n∑
i=1

yi(t)ei(t) yi ∈ C∞([0, ℓ];M)

Now here the Jacobi Equation is (upon contraction)

J ′′(t) +R(γ′, J)γ′ = 0 =⇒ d2yi
dt2

+

n∑
j=1

R(en, ej , en, ei)yj = 0

Now let

γ̃ : [0, ℓ] → M̃ γ̃ := f ◦ γ be geodesic so that γ̃(0) = f(p) = p̃ γ̃(ℓ) = f(q)

Let {ẽ1, · · · , ẽn} be ONB of Tp̃M̃ , and {ẽ1(t), · · · , ẽn(t)} be their parallel transport along γ̃. Hence

ẽi(t) = ϕq(ei(t))

Now we define

J̃(t) = ϕγ(t)(J(t)) =

n∑
i=1

yi(t)ẽi(t)

But this is not in principle a Jacobi Field. Here we use our assumption that two Riemannian curvatures are
the same. Hence

d2yi
dt2

+

n∑
j=1

R̃(ẽn, ẽj , ẽn, ẽi)yj

=
d2yi
dt2

+

n∑
j=1

R(en, ej , en, ei)yj

= 0

Hence J̃(t) is Jacobi field with J̃(0) = 0. What about its length?

∥∥∥J̃(t)∥∥∥
γ(t)

=

√√√√ n∑
i=1

y2i = ∥J(t)∥γ(t) ∀ t

Now J̃(t) is a Jacobi Field along γ̃(t) with

J̃ ′(0) =

n∑
i=1

y′i(0)ẽi(0)

=

n∑
i=1

i(y′i(0)ei) = i(w0)

J̃(t) = (d ˜expp̃)ti(v)(ti(w0))

J̃(ℓ) = (d ˜expp̃)ℓi(v) ◦ i ◦ (ℓw0)

= (d ˜expp̃)ℓi(v) ◦ i ◦ ((d expp)ℓv)−1(w) using definition of w0

= d( ˜expp̃ ◦ i ◦ exp−1
p )expp(ℓv)

(w)

= d(f)q(w) using q = expp(ℓv)
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Thus
∥dfq(w)∥ =

∥∥∥J̃(ℓ)∥∥∥ = ∥J(ℓ)∥ = ∥w∥

Corollary 4.1. Let (M, g) and (M̃, g̃) be two Riemannian manifolds of dimension n, with the same constant
sectional curvature, in particular

R(x, y, u, v) = K0(g(x, u)g(y, v)− g(x, v)g(y, u))

Let p ∈ M and p̃ ∈ M̃ . Let {e1, · · · , en} be ONB of TpM and {ẽ1, · · · , ẽn} ONB of Tp̃M̃ . Then there exists U

open neighborhood of p in M and Ũ open neighborhood of p̃ in M̃ and an isometry

f : U → Ũ f(p) = p̃ dfp(ei) = ẽi

Proof. Choose
i : TpM → Tf(p)M̃ i(ej) = ẽj

and
f = expp ◦i ◦ ( ˜expp̃)

−1

4.2 Conformal Deformation of the Curvature

Let (M, g) be a Riemannian manifold. Look at

Definition 4.1 (Conformal Deformation).
g̃ = e2fg

for some f ∈ C∞(M) smooth function on the manifold M . This is known as a conformal change(deformation).

We denote ∇ as Levi-Civita connection of g and ∇̃ as Levi-Civita connection of g̃. Using the expression for
g̃(∇̃XY,Z) we get

∇̃XY = ∇XY +X(f)Y + Y (f)X − g(X,Y )grad(f) where g(grad(f), Y ) := df(Y )

Proposition 4.1. Let g be a Riemannian metric on a manifold M and let g̃ := e2fg where f ∈ C∞(M). Let ∇
and ∇̃ denote respectively the Levi-Civita connections on (M, g) and (M, g̃). Then for any X, Y ∈ X(M) one
has

∇̃XY = ∇XY +X(f)Y + Y (f)X − g(X,Y )grad(f) where g(grad(f), Y ) := df(Y )

Proof. Let’s prove using local coordinates. Denote

∇̃ ∂
∂xi

∂

∂xj
:=

n∑
ℓ=1

Γ̃ℓ
ij

∂

∂xℓ

where

Γ̃ℓ
ij =

1

2

n∑
k=1

g̃ℓk(g̃ik,j + g̃kj,i − g̃ij,k)

=
1

2

n∑
k=1

e−2fgℓk(
∂

∂xj
(e2fgik) +

∂

∂xi
(e2fgkj)−

∂

∂xk
(e2fgij))

=
1

2

n∑
k=1

e−2fgℓk
(
2e2f

∂f

∂xj
gik + e2fgik,j + 2e2f

∂f

∂xi
gkj + e2fgkj,i − 2e2f

∂f

∂xk
gij − e2fgij,k

)

=

n∑
k=1

gℓk
(
∂f

∂xj
gik +

∂f

∂xi
gkj −

∂f

∂xk
gij

)
+ Γℓ

ij

= Γℓ
ij + δℓi

∂f

∂xj
+ δℓj

∂f

∂xi
−

n∑
k=1

gℓkgij
∂f

∂xk
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Now

∇̃ ∂
∂xi

∂

∂xj
:=

n∑
ℓ=1

Γ̃ℓ
ij

∂

∂xℓ

= ∇ ∂
∂xi

∂

∂xj
+

n∑
ℓ=1

(
δℓi
∂f

∂xj
+ δℓj

∂f

∂xi
−

n∑
k=1

gℓkgij
∂f

∂xk

)
∂

∂xℓ

= ∇ ∂
∂xi

∂

∂xj
+

∂f

∂xj

∂

∂xi
+
∂f

∂xi

∂

∂xj
− gij

n∑
ℓ=1

n∑
k=1

gℓk
∂f

∂xk

∂

∂xℓ

= ∇ ∂
∂xi

∂

∂xj
+

∂f

∂xj

∂

∂xi
+
∂f

∂xi

∂

∂xj
− g(

∂

∂xi
,
∂

∂xj
)grad(f)

Hence this is true for coordinate basis. In general let

X =

n∑
i=1

ai
∂

∂xi
ai ∈ C∞(U)

Y =

n∑
j=1

bj
∂

∂xj
bj ∈ C∞(U)

in local charts. We compute

∇̃XY = ∇̃∑
i ai

∂
∂xi

(
∑
j

bj
∂

∂xj
)

=
∑
i

ai

∑
j

(
∂bj
∂xi

∂

∂xj
+ bj∇̃ ∂

∂xi

∂

∂xj

)
=
∑
i

ai

∑
j

(
∂bj
∂xi

∂

∂xj
+ bj∇ ∂

∂xi

∂

∂xj
+ bj

∂f

∂xj

∂

∂xi
+ bj

∂f

∂xi

∂

∂xj
− bjg(

∂

∂xi
,
∂

∂xj
)grad(f)

)
=
∑
i

ai

∑
j

(
∇ ∂

∂xi

(bj
∂

∂xj
) + bj

∂f

∂xj

∂

∂xi
+ bj

∂f

∂xi

∂

∂xj
− bjg(

∂

∂xi
,
∂

∂xj
)grad(f)

)
= ∇∑

i ai
∂

∂xi

(
∑
j

bj
∂

∂xj
) +

∑
j

bj
∂f

∂xj

∑
i

ai
∂

∂xi
+
∑
i

ai
∂f

∂xi

∑
j

bj
∂

∂xj
− g(

∑
i

ai
∂

∂xi
,
∑
j

bj
∂

∂xj
)grad(f)

= ∇XY + Y (f)X +X(f)Y − g(X,Y )grad(f)

Remark 4.2. If f is a constant, then g̃ = kg is constant times g. In this case

∇̃XY = ∇XY

R̃(X,Y )Z = R(X,Y )Z

R̃(X,Y, Z,W ) = k2R(X,Y, Z,W )

R̃ic = Ric

S̃ = k−2S

But what happens in general?

Definition 4.2 (Kulkarni-Nomizu Product). For S, T symmetric 2-tensors on M , (S ◦ T ) gives a 4-tensor on
M . We define their Kulkarni-Nomizu Product as

(S ◦ T )(X,Y, Z,W ) = S(X,Z)T (Y,W ) + S(Y,W )T (X,Z)− S(X,W )T (Y,Z)− S(Y,Z)T (X,W )

Proposition 4.2.

(S ◦ T )(X,Y, Z,W ) = −(S ◦ T )(Y,X,Z,W ) anti-symmetric in first two components

= −(S ◦ T )(X,Y,W,Z) anti-symmetric in second two components

= (S ◦ T )(Z,W,X, Y ) symmetric w.r.t. the two sets of components
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4.2.1 Riemannian Curvature Deformation

Let R denote curvature tensor of g and R̃ denote curvature tensor of g̃.

Theorem 4.2. If (M, g) has constant sectional curvature κ, the Riemannian Curvature writes

R =
1

2
κg ◦ g (36)

Under conformal deformation, we have

R̃ = e2f (R− (Hess(f)) ◦ g + (df ⊗ df) ◦ g − 1

2
|df |2g ◦ g) (37)

where Hess(f) =
∑n

i,j=1 f;ijdxidxj, f,ij is covariant derivative w.r.t. g. And

|df |2 =
∑
i,j

gijf;if;j

Example 4.1 (Hyperbolic Space: Upper Half Space Model).

Definition 4.3 (Upper Half Hyperbolic Space). We take

Hn := {(y1, · · · , yn) ∈ Rn | yn > 0}

and metric

g̃ :=
dy21 + · · · dy2n

y2n
= e2fg0

where g0 = dy21 + · · · dy2n is the Euclidean metric. Here

e2f =
1

y2n
=⇒ f = − log(yn)

We compute

df = d(− log(yn)) = −dyn
yn

df ◦ df =
dyn ◦ dyn

yn
=
dy2n
yn

|df |2 =
1

y2n

Hess(f) =
1

y2n
dy2n

Then we apply the formula (37)

R̃ =
1

y2n

(
R− 1

y2n
dy2n ◦ g0 +

dy2n
y2n

◦ g0 −
1

2

1

y2n
g0 ◦ g0

)
= −1

2
(
1

y2n
g0) ◦ (

1

y2n
g0)

= −1

2
g̃ ◦ g̃

Hence (Hn, g̃) has constant sectional curvature −1 using (36).

Example 4.2 (Hyperbolic Space: Unit Disk Model).

Definition 4.4 (Unit Disk Hyperbolic Space). We take

Dn := {(u1, · · · , un) ∈ Rn | |u| < 1}

and metric

g̃ :=
4

(1− |u⃗|2)2
(du21 + · · ·+ du2n) = e2fg0
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where

g0 = du21 + · · ·+ du2n

e2f =
4

(1− |u⃗|2)2

ef =
2

(1− |u⃗|2)
f = log 2− log(1− |u⃗|2)

We compute

fi = − −2ui
1− |u⃗|2

=
2ui

1− |u⃗|2

df =

∑n
i=1 2uidui
1− |u⃗|2

df ⊗ df =
∑
i,j

4uiujduiduj
(1− |u⃗|2)2

|df |2 =
4|u⃗|2

(1− |u⃗|2)2

fij =
2δij(1− |u⃗|2) + 4uiuj

(1− |u⃗|2)2
=

2δij
1− |u⃗|2

+
4uiuj

(1− |u⃗|2)2

Hess(f) = 2

∑
du2i

1− |u⃗|2
+

4
∑

i,j uiujduiduj

(1− |u⃗|2)2

So we apply (37)

R̃ = e2f

R− (2

∑
du2i

1− |u⃗|2
+

4
∑

i,j uiujduiduj

(1− |u⃗|2)2
) ◦ g0 + (

∑
i,j

4uiujduiduj
(1− |u⃗|2)2

) ◦ g0 −
1

2

4|u⃗|2

(1− |u⃗|2)2
g0 ◦ g0


= e2f

(
−2

∑
i du

2
i

1− |u⃗|2
◦ g0 −

2|u⃗|2

(1− |u⃗|2)2
g0 ◦ g0

)
= −2

1

(1− |u⃗|2)2
e2f
(
1− |u⃗|2 + |u⃗|2

)
g0 ◦ g0

= − 2

(1− |u⃗|2)2
e2fg0 ◦ g0

= −1

2
(e2fg0) ◦ (e2fg0) using

2

(1− |u⃗|2)2
=

1

2
e2f

= −1

2
g̃ ◦ g̃

Thus (Dn, g̃) has constant sectional curvature −1.

One look at a non-hyperbolic example.

Example 4.3. Given any positive constant K > 0, define a Riemannian metric gK on Rn by

gK =
4
∑n

i=1 dx
2
i

(1 +K|x|2)2

Then

1. (Rn, gK) has constant sectional curvature K.

Proof. Let f ∈ C∞(M) s.t.

gK =
4
∑n

i=1 dx
2
i

(1 +K|x|2)2
= e2fg0
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where g0 denotes the flat metric. Hence

g0 =

n∑
i=1

dx2i

e2f =
4

(1 +K|x|2)2

ef =
2

1 +K|x|2

f = log 2− log(1 +K|x|2)

We compute

fi = − 2Kxi
1 +K|x|2

df = −
∑n

i=1 2Kxidxi
1 +K|x|2

df ⊗ df =

∑n
i,j=1 4K

2xixjdxidxj

(1 +K|x|2)2

|df |2 =
4K2|x|2

(1 +K|x|2)2

fij =
−2Kδij(1 +K|x|2) + 4K2xixj

(1 +K|x|2)2
= − 2Kδij

1 +K|x|2
+

4K2xixj
(1 +K|x|2)2

Hess(f) = −
2K

∑n
i=1 dx

2
i

1 +K|x|2
+

4K2
∑n

i,j=1 xixjdxidxj

(1 +K|x|2)2

Now we apply (37) so that

RK = e2f

(
R− (−

2K
∑n

i=1 dx
2
i

1 +K|x|2
+

4K2
∑n

i,j=1 xixjdxidxj

(1 +K|x|2)2
) ◦ g0 + (

∑n
i,j=1 4K

2xixjdxidxj

(1 +K|x|2)2
) ◦ g0 −

1

2

4K2|x|2

(1 +K|x|2)2
g0 ◦ g0

)

= e2f
(
2K

∑n
i=1 dx

2
i

1 +K|x|2
◦ g0 −

2K2|x|2

(1 +K|x|2)2
g0 ◦ g0

)
=

2

(1 +K|x|2)2
e2f (K +K2|x|2 −K2|x|2)g0 ◦ g0

=
1

2
K

4

(1 +K|x|2)2
e2fg0 ◦ g0

=
1

2
K(e2fg0) ◦ (e2fg0)

=
1

2
KgK ◦ gK

Thus constant sectional curvature equals K > 0 from (36).

2. (Rn, gK) is not complete.

Proof. Consider the radial path

γ(t) := tv where v ∈ Rn and |v| = 1 ∀ t ≥ 0

Fix any R > 0, we compute the length

ℓ(γ|[0,R]) =

ˆ R

0

√
gKγ(t)(γ

′(t), γ′(t)) dt

=

ˆ R

0

√
gKtv(v, v) dt

=

ˆ R

0

√
4
∑n

i=1 v
2
i

(1 +Kt2)2
dt

=

ˆ R

0

2

1 +Kt2
dt

=
2√
K

arctan(
√
KR)
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Now

lim
R→∞

ℓ(γ|[0,R]) =
2√
K

π

2
=

π√
K

so we conclude the radial path has finite length. Thus consider the sequence

xn := nv

we observe

dK(xn, xm) =

ˆ m

n

2

1 +Kt2
dt

=
2√
K

arctan(
√
Km)− 2√

K
arctan(

√
Kn) → 0

as n, m→ ∞ hence xn is a Cauchy sequence. However this sequence diverges in (Rn, g0), and in particular,
since length of the radial path is finite, the sequence xn does not converge to a point in (Rn, gK).

4.2.2 Ricci Curvature Deformation

Let Ric be Ricci Curvature of g and R̃ic be Ricci of g̃. Then

(n− 1)R̃ic(X,Y ) = g̃kℓR̃(X,
∂

∂xk
, Y,

∂

∂xℓ
) = e−2fgkℓR̃(X,

∂

∂xk
, Y,

∂

∂xℓ
) (38)

In general if S is a symmetric 2-tensor

gkℓ(S ◦ g)(X, ∂

∂xk
, Y,

∂

∂xℓ
) = S(X,Y )gkℓg(∂k, ∂ℓ) + gkℓS(∂k, ∂ℓ)g(X,Y )− gkℓS(X, ∂k)g(Y, ∂ℓ)− gkℓS(Y, ∂ℓ)g(X, ∂k)

= nS(X,Y ) + Tr(S)g(X,Y )− S(X,Y )− S(X,Y )

= (n− 2)S(X,Y ) + Tr(S)g(X,Y ) since gkℓg(Y, ∂ℓ) = Y k

Therefore writing

R̃ = e2f (R+ U ◦ g) where U = df ⊗ df −Hess(f)− 1

2
|df |2g

Then

(n− 1)R̃ic = e−2fgkℓe2f (R(X, ∂k, Y, ∂ℓ) + (U ◦ g)(X, ∂k, Y, ∂ℓ))
= (n− 1)Ric(X,Y ) + (n− 2)U(X,Y ) + Tr(U)g(X,Y )

= (n− 1)Ric(X,Y ) + (n− 2)(df ⊗ df −Hess(f)− 1

2
|df |2g)(X,Y ) + (|df |2 −∆f − n

2
|df |2)g(X,Y )

notice

−1

2
(n− 2) + 1− n

2
= −n+ 2 = 2− n

Thus we havee formula

R̃ic = Ric +
n− 2

n− 1

(
df ⊗ df −Hess(f)− |df |2g

)
− ∆f

n− 1
g (39)

4.2.3 Scalar Curvature Deformation

We write

nS̃ = g̃kℓR̃ickℓ = e−2fgkℓ
(
Rickℓ +

n− 2

n− 1
(df ⊗ df −Hess(f)− |df |2g)kℓ −

∆f

n− 1
gkℓ

)
= e−2f

(
nS +

n− 2

n− 1
(|df |2 −∆f − n|df |2)−∆f

n

n− 1

)
= e−2fnS − (n− 2)|df |2 − 2∆f since −n+ 2− n = −2n+ 2

Now we have formula

S̃ = e−2f

(
S − n− 2

n
|df |2 − 2

n
∆f

)
(40)
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Notice this is Elliptic Problem if we want to give conditions on S. We further define for n ≥ 3

u = e
n−2
2 f

e2f = (e
n−2
2 f )

4
n−2 = u

4
n−2

g̃ = u
4

n−2 g

log u =
n− 2

2
f

f =
2

n− 2
log(u)

df =
2

n− 2

du

u

|df |2 =
4

(n− 2)2
|du|2

u

f;i =
2

n− 2

u;i
u

f;ij =
2

n− 2

(u;ij
u

− u;iu;j
u2

)
∆gf =

2

n− 2

(
∆gu

u
− |du|2

u2

)
Hence

S̃ = u−
4

n−2

(
S − n− 2

n

4

(n− 2)2
|du|2

u
− 2

n

2

n− 2

(
∆gu

u
− |du|2

u2

))
= u−

4
n−2

(
S − 4

n(n− 2)

∆gu

u

)
= u−

4
n−2u−1

(
Su− 4

n(n− 2)
∆gu

)
= u−

n+2
n−2

(
Su− 4

n(n− 2)
∆gu

)
we derived the Yamabe Equation

u
n+2
n−2 S̃ − Su+

4

n(n+ 2)
∆gu = 0 (41)

We denote scal = n(n− 1)S = gikgjℓRijkℓ. Then

u
n+2
n−2

1

n(n− 1)
˜scal− 1

n(n− 1)
scalu+

4

n(n− 2)
∆gu = 0

4(n− 1)

n− 2
∆gu− scalu+ ˜scalu

n+2
n−2 = 0 (42)

Proposition 4.3 (Yamabe Conjecture). Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3.
Then there exists a metric g̃ that is conformal to g, i.e.,

g̃ = e2fg for some f ∈ C∞(M)

and it has constant scalar curvature. In particular

4(n− 1)

n− 2
∆gu− scalu+ Cu

n+2
n−2 = 0 for C ∈ R

Remark 4.3. In n = 2, the uniformization theorem says that any compact manifold (M, g) is conformal to one
that is constant sectional curvature.

Proof of Yamabe Conjecture 4.3. Consider the Einstein-Hilbert Action.
ˆ
M

Rgdvolg

and the normalized Einstein-Hilbert Action

E(g) :=
´
M
Rgdvolg

vol(M, g)
n−2
2
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so that
E(λ2g) = E(g) ∀ λ ∈ R

The critical points of Einstein-Hilbert Action are Einstein manifolds, i.e.

Ric(g) = Λg

We define the Yamabe Invariant

Y (M, g) := inf{E(g̃) | g̃ conformal to g} = inf{E(u
4

n−2 g) | u ∈ C∞(M), u > 0}

Theorem 4.3 (Aubin). For n = dimM

Y (M, g) ≤ Y (Sn, gcan)

One needs three theorems.

Theorem 4.4 (1976 Yamabe-Trudinger-Aubin). If Y (M, g) < Y (Sn, gcan) for n = dimM , then the Yamabe
Conjecture 4.3 holds.

Theorem 4.5 (Aubin). If (M, g) is of dimension ≥ 6 and not locally conformally flat. Then Y (M, g) <
Y (Sn, gcan) for n = dimM .

Theorem 4.6 (1984 Schoen). If (M, g) has dimension 3, 4, 5 or (M, g) is locally conformally flat, then Y (M, g) <
Y (Sn, gcan) unless (M, g) is conformal to (Sn, gcan).

Combining above, the Yamabe Conjecture is proved.

4.3 Geodesics of Hyperbolic Space

Recall

Definition 4.5 (Unit Disc Model). (Dn, h)

Dn := {u ∈ Rn | |u| < 1} h :=
4
∑n

i=1 du
2
i

(1− |u|2)2

Definition 4.6 (Upper Half Space Model). (Hn, g)

Hn := {y ∈ Rn | yn > 0} g :=

∑n
i=1 dy

2
i

y2n

One needs the following lemma to show (Dn, h) is complete.

Lemma 4.1. Let (M, g) be a Riemannian manifold and let σ :M →M be an isometry. Denote

Mσ := {x ∈M | σ(x) = x} as the set of fixed points of σ

Suppose Mσ is non-empty and is a submanifold of M . Then Mσ is a totally geodesic submanifold of M .

Proof. Since Mσ ̸= ∅, there exists p ∈Mσ. Due to local existence, for given v ∈ TpM
σ, there exists ε > 0 s.t.

γ : [0, ε) →Mσ γ(0) = p γ′(0) = v

is geodesic in M . Since σ(x) = x, and using that σ is an isometry

σ ◦ γ(0) = σ(p) = p (σ ◦ γ)′(0) = dσp ◦ γ′(0) = dσp(v) = v

and thus by uniqueness of geodeiscs, σ fixes geodesics. Hence

σ ◦ γ = γ =⇒ γ ⊂Mσ

Thus γ is a geodesic in Mσ. Hence any geodesic in M starting in p ∈ Mσ, v ∈ TpM
σ remains a geodesic in

Mσ. This is equivalent to say Mσ is a totally geodesic submanifold of M .

Proposition 4.4. (Dn, h) is complete.
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Proof. By Hopf-Rinow 3.1, it suffices to show that exp0 is defined on the whole tangent space of T0D
n. Note

h(0) = 4

n∑
i=1

du2i

Now we simplify it further by rotating. Given initial velocity at 0. For any v ∈ T0D
n unit length, there exists

A ∈ O(n) s.t.

Av = (
1

2
, 0, · · · , 0) and A : Dn → Dn for A ∈ O(n) is an isometry

It suffices to show that the geodesic γ with γ(0) = 0 and γ′(0) = ( 12 , 0, · · · , 0) is defined for all times. This is to
say

γ′(0) =
1

2

∂

∂u1

∣∣∣∣
0

Consider

σ : Dn → Dn (u1, · · · , un) 7→ (u1,−u2,−u3, · · · ,−un) σ = diag(−1, 1, 1, · · · , 1) ∈ O(n) an isometry of Dn

Now the fixed points of σ are

(Dn)σ = {(u1, 0, · · · , 0) ∈ Dn | u1 ∈ [−1, 1]}

Since (Dn)σ is a totally geodesic submanifold. We need to prove that the geodesic lives forever. Denote

β : (−1, 1) → Dn t 7→ (t, 0, · · · , 0)

This is a curve β with the same image as a geodesic.

β′(t) = (1, 0, · · · , 0) |β′(t)|2 =
4

(1− t2)2
|β′(t)| = 2

1− t2

To reparametrize it in arc length

s(t0) =

ˆ t0

0

|β′(t)| dt =
ˆ t0

0

2

1− t2
dt =

ˆ t0

0

(
1

1 + t
+

1

1− t

)
dt = log(1 + t)− log(1− t)|t00

= log(
1 + t0
1− t0

)

es(t0) =
1 + t0
1− t0

t0 =
es(t0) − 1

es(t0) + 1

t =
es(t) + 1

es(t) − 1
= tanh(

s(t)

2
) = tanh(

s

2
)

Now

γ : R → Dn s 7→ (t, 0, · · · , 0) = (tanh(
s

2
), 0, · · · , 0) γ(0) = 0 γ′(0) = (

1

2
, 0, · · · , 0)

Hence the Disc Model is complete.

Remark 4.4. In general,

exp0 : T0D
n → Dn

∑
i

ai
∂

∂ui
7→
{

0 a⃗ = 0

tanh(|⃗a| s2 )
a⃗
|⃗a| a⃗ ̸= 0

Now we want to find geodesics on Hn where γ(0) = p and γ′(0) = v. We need reduction to 2-dim. For
y⃗ = (ξ, t) ∈ Rn−1 × R we want to define

ϕA,b(ξ, t) := (Aξ + b⃗, t) A ∈ O(n− 1), b⃗ ∈ Rn−1 is an isometry

We may assume p = (0, · · · , 0, y) and v⃗ = (0, · · · , 0, a, b). Now

σ =

(
−In−2 0

0 1

)
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The fixed points are

(Hn)σ = {(0, · · · , 0, a, b) ∈ Hn} ∼= (H2,
dx2 + dy2

y2
)

But for the H2 the isometries are given by

PSL(2,R) ∪ σPSL(2,R)

where

PSL(2,R) = {
(
a b
c d

)
∈M2(R) | ad− bc = 1}/{±

(
1 0
0 1

)
}

and
σ : H2 → H2 (x, y) 7→ (−x, y)

4.4 Space Forms

Definition 4.7 (Space Form). A Space form is a connected complete Riemannian Manifold with constant
sectional curvature.

Theorem 4.7. Let (Mn, g) be a Space Form of Dimension n. Let (M̃, g̃) be its universal cover, i.e., (M̃, g̃) is
simply connected, complete with constant sectional curvature. Then (M̃, g̃) is isometric either to (up to rescaling
Kλ2g = 1

λ2Kg

1. (Hn, g) with K = −1

2. (Rn, g0) with K = 0

3. (Sn, gcan) with K = 1.

Proof. 1. Case K = −1, 0. Let

∆n :=

{
Hn K = −1
Rn K = 0

Given two exponential maps

expp̃ :Tp̃M̃ → M̃

expp :T0∆ → ∆n

Let any p̃ ∈ M̃ , and any point p ∈ ∆n, define any linear isometry

i : Tp̃M̃ → T0∆

The same setup as Cartan’s Theorem. Since K ≤ 0, by Hadamard Theorem 3.3, expp̃ and expp are
diffeomorphisms. Since K is constant sectional curvature, by Cartan’s Theorem 4.1

f := expp ◦i ◦ exp−1
p̃

is an isometry.

2. Case K = 1. Again take any p̃ ∈ M̃ , p ∈ Sn linear isometry. One has similar diagram

expp :TpSn → Sn

i :TpSn → Tp̃M̃

expp̃ :Tp̃M̃ → M̃

Then we define
fp = (expp̃) ◦ i ◦ (expp)−1 : Sn \ {−p} → M̃

Since K is constant, f is a local isometry. Let’s take another p′ ∈ Sn \ {±p}. Then define

i′ ≡ dfp′ : Tp′Sn → Tf(p′)M̃

which is another linear isometry. Denote p̃′ := f(p′). Let’s define another f ′ s.t.

f ′ := (expp̃′) ◦ i ◦ (expp′)−1 : Sn \ {−p′} → M̃

This is another local isometry. Notice

f(p′) = f ′(p′) = p̃′

dfp′ = df ′p′ = i′

One has lemma.

60



Lemma 4.2. If given two Riemannian Manifolds (M, g), (N,h) where M connected, and f1, f2

f1, f2 : (M, g) → (N,h)

smooth maps, and local isometires. Also assume there exists p ∈M s.t.

f1(p) = f2(p)

(df1)p = (df2)p : TpM → TqN

Then f1 = f2.

Proof. Take the set
A := {q ∈M | f1(q) = f2(q), (df1)q = (df2)q} ⊂M

Notice

(a) A ̸= ∅ because p ∈ A.

(b) A is closed by definition.

Now for any q ∈ A, there exists r > 0 s.t.

(a) the exponential map

expq :Br(0) ⊂ TqM → Br(q) ⊂M is a diffeomorphism

(b) f1, f2 maps isometrically Br(q) to Br(q̃) where

q̃ = f1(q) = f2(q)

Now

expq̃ ◦(df1)q = f1 ◦ expq
expq̃ ◦(df2)q = f2 ◦ expq

(df1)q = (df2)q = i

So we have diagram that commutes

f1 = expq̃ ◦i ◦ (expq)−1 = f2 on Br(q)

Thus Br(q) ⊂ A and so A is open.

Via Lemma 4.2
f = f ′ : Sn \ {−p,−p′} → M̃

How do we put the points back? Define

h(x) :=

{
f(x) x ∈ Sn \ {−p}
f ′(x) x ∈ Sn \ {−p′}

Then clearly h is a local isometry. Now h is surjective, h(Sn) is closed, nonempty, and also open by
completeness of M̃ . Thus h(Sn) = M̃ . Hence h is an isometry using Lemma 3.5.

Now by the Theorem, (Mn, g) complete with constant sectional curvature either 0,±1. Then (M, g) is isometric
to (M̃/Γ, ĝ) where M̃ is either Hn, Rn or Sn, and Γ is a subgroup of discrete isometries acting in a fully
discontinuous way. ĝ is the only metric s.t.

(M̃, g̃) → (M̃/Γ, ĝ) is a local isometry

Recall that
Isom(Hn, g) ∼= O(n, 1)

since one can realize (Hn, g) as a submanifold of (Rn,1,−dx20 + dx21 + · · · dx2n). And

Isom(Rn, g0) ∼= O(n)⋊Rn x 7→ Ax+ b⃗

Isom(Sn, gcan) ∼= O(n+ 1)
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Proposition 4.5. Mn complete Riemannian manifold with K = ±1, n = 2m. Then Mn is isometric to Sn or
RPn = Sn/{±1}.

Proof. M ∼= M̃/Γ = Sn/Γ for Γ ⊂ O(n+ 1) = O(2m+ 1) discrete subgroup. Let γ ∈ Γ be its eigenvalue

{e−iθ1 , eiθ1 , · · · , e−iθk , eiθk , 1, 1, · · · , 1,−1, · · · ,−1} 2k + r + s = 2m

and that det γ = (−1)s.

1. If r > 0 then there exists x ∈ Sn s.t. γ(x) = x so upon free group action, γ = id. Then M ∼= Sn.

2. If r = 0, γ2 has eigenvalues

{e−2iθ1 , e2iθ1 , · · · , e−2iθk , e2iθk , 1, 1, · · · , 1}

Thus by first case, γ2 = id so eigenvalues {−1, · · · ,−1} and γ = −id. Thus M ∼= Sn \ {±1}.

Remark 4.5. If n is odd, there are some more possibilities, For example S3 \ Zq lens space has K = 1.

Example 4.4 (Lens Space). We identify R4 with C2 via

(x1, x2, x3, x4) 7→ (x1 + ix2, x3 + ix4)

Let
S3 := {(z1, z2) ∈ C2 | |z1|2 + |z2|2 = 1}

and consider
h : S3 → S3 h(z1, z2) := (e

2πi
q z1, e

2πir
q z2) ∀ (z1, z2) ∈ S3

where q and r are relatively prime integers for q > 2. Then

G = {Id, h, h2, · · · , hq−1}

is a group of isometries of the sphere S3 with the usual metric, which operates in a totally discontinuous manner.
The manifold (S3/G) is called a lens space.

Proof. 1. Our first claim is that G forms a cyclic-q group. Indeed, since hq(z1, z2) =
(
e2πiz1, e

2πirz2
)
=

(z1, z2), the order of h divides q. Because gcd(q, r) = 1, the smallest k for which e
2πirk

q = 1 is k = q.
Thus, h has order q, and G ∼= Z/qZ.

2. Next we see each element of G is an isometry on S3. The standard metric on S3 ⊂ C2 is induced by the
Hermitian inner product on C2. For hk ∈ G

hk(z1, z2) =
(
e

2πik
q z1, e

2πirk
q z2

)
.

The map hk is a unitary transformation because |e
2πik

q | = 1. Unitary transformations preserve the
Hermitian inner product and hence the metric on S3.

3. Finally we verify that the group G acts properly discontinuously on S3. To show the action is properly
discontinuous:

(a) To see freeness, suppose hk fixes a point (z1, z2). Then:

e
2πik

q z1 = z1 and e
2πirk

q z2 = z2.

If z1 ̸= 0, then e
2πik

q = 1 =⇒ k ≡ 0 mod q. Similarly, if z2 ̸= 0, k ≡ 0 mod q. Since gcd(q, r) = 1,
the only solution is k = 0, so the action is free.

(b) For a finite group, proper discontinuity follows automatically since every point p ∈ S3 has a neigh-
borhood U such that hk(U) ∩ U = ∅ for all hk ̸= Id.
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4.5 Conformal Maps

Definition 4.8. Let V, W be finite dimensional vector spaces equipped with an inner product. We say that a
linear map L : V →W is a linear conformal map if

1. L is a linear isomorphism

2. and the angles are preserved, i.e.

⟨L(v1), L(v2)⟩W
|L(v1)|W |L(v2)|W

=
⟨v1, v2⟩V
|v1|V |v2|V

∀ v1, v2 ∈ V \ {0}

i.e., cos(angle between L(v1) and L(v2)) = cos(angle between v1 and v2).

Lemma 4.3. Let L : V →W be a linear isomorphism. Then the followings are equivalent

1. L is a conformal map.

2. There exists λ ∈ R+ s.t. |L(v)|W = λ|v|V for any v ∈ V .

3. There exists λ+ s.t. ⟨L(v), L(w)⟩W = λ2⟨v, w⟩V for any v, w ∈ V .

Definition 4.9 (Conformal Map). Let (M, g), (N,h) be two Riemannian manifolds. A C∞ function f :M → N
map is conformal w.r.t. g and h if for any p ∈M

dfp : TpM → Tf(p)N

is a linear conformal map.

Remark 4.6. By Lemma 4.3, f is a conformal map iff{
f is a local diffeomorphism

f∗h = λ2g

Here
λ :M → (0,∞)

C∞ function is called the conformal factor.

Remark 4.7. A local Isometry is a conformal map with λ = 1. In particular,{
local isometry =⇒ conformal map =⇒ local diffeomorphism

f∗h = g ̸ ⇐= f∗h = λ2g ̸ ⇐= unless n = 1

Example 4.5. 1. Dilations.
f : Rn → Rn x 7→ λx λ > 0

Then

f∗g0 = f∗(dx21 + · · · dx2n) = λ2(dx21 + · · ·+ dx2n) = λ2g0

and for any x ∈ Rn

dfx : Rn → Rn

is represented by λId. f is an orientation-preserving conformal map of Rn.

2. Inversion.
f : Rn \ {x0} → Rn \ {x0} |f(x)− x0| · |x− x0| = 1

where in particular

f(x)− x0 =
1

|x− x0|
x− x0
|x− x0|

Here x−x0

|x−x0| gives the direction of x⃗− x⃗0 and 1
|x−x0| gives the length. Rewriting gives

f(x) = x0 +
x− x0

|x− x0|2
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Now for any v ∈ Tx(Rn \ {0}) = TxRn ∼= Rn

(dfx)(v) =
v|x− x0|2 − (x− x0)2⟨v, x− x0⟩

|x− x0|4

=
1

|x− x0|2

(
v − 2⟨v, x− x0⟩

|x− x0|2
(x− x0)

)
(43)

Taking the square

|dfx(v)|2 =
1

|x− x0|4

(
|v|2 − 4⟨v, x− x0⟩

|x− x0|2
⟨v, x− x0⟩+

4⟨v, x− x0⟩2

|x− x0|4
|x− x0|2

)
=

1

|x− x0|4
|v|2

Hence f is a conformal map with

f∗g0 =
1

|x− x0|4
g0

From the formula of inversion (43),

(a) if ⟨v, x− x0⟩ = 0 then

dfx(v) =
1

|x− x0|2
v

(b) If v ∈ R(x− x0) in the span, say v = ξ(x− x0) then

dfx(v) =
1

|x− x0|2

(
ξ(x− x0)−

2⟨ξ(x− x0), x− x0⟩(x− x0)

|x− x0|2

)
= −ξ x− x0

|x− x0|2
= − 1

|x− x0|2
v

So dfx : Rn → Rn is represented by

1

|x− x0|2


−1 0 · · · 0
0 1 · · · 0
0 0 · · · 0
0 0 · · · 1


Hence f is an orientation reversing conformal map.

Theorem 4.8 (Liouville). Let f : U ⊂ Rn → Rn be a conformal map with respect to g0, n ≥ 3. Let U be
connected. Then f is the reflection to U of F where F is a composition of isometries, dilation and inversion,
at most one of each.

4.5.1 Examples in Lower Dimensions

n = 1 Let
f : (a, b) → (R, dx2) x 7→ f(x)

It is a diffeomorphism, hence f ′(x) ̸= 0. Then

f∗g0 = f∗(dx2) = (f ′(x))2dx2

is a conformal map with conformal factor f ′(x). In particular, a local diffeomorphism is always a conformal
map in dimension 1.

n = 2 Let
f : U ⊂ R2 → R2 (x, y) 7→ f(x, y) = (u(x, y), v(x, y))

Now the differential
df(x,y) : R2 → R2

is represented by metric

df(x,y) =

(
∂u
∂x (x, y)

∂u
∂y (x, y)

∂v
∂x (x, y)

∂v
∂y (x, y)

)
If f is conformal, then necessarily det(df(x,y)) ̸= 0. We have two cases
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(a) If det(df(x,y)) > 0 we have model

(
a −b
b a

)
. Then f is orientation preserving.

dfx =

(
ux uy
vx vy

)
If we satisfy the Cauchy-Riemann Equations

ux = vy

vx = −uy

Then det(df(x,y)) > 0. This means if we construct w(z) = w(x+ iy) = u(x, y) + iv(x, y), then

∂

∂z
w = 0 where

∂

∂z
≡ 1

2

(
∂

∂x
+ i

∂

∂y

)
This corresponds to f being holomorphic. It doesn’t have to be composition of isometries, dilations
or inversions.

(b) If det(df(x,y)) < 0 we have model

(
a b
b −a

)
. Then f is orientation reversing. We want

ux = −vy
uy = vx

This corresponds to
∂f

∂z
= 0 where

∂

∂z
=

1

2

(
∂

∂x
− i

∂

∂y

)
hence f is anti-holomorphic.

However the group generated by isometries, dilations and inversions in R2 is given by

PSL(2,C) ∪ σPSL(2,C)

where

PSL(2,C) = {
(
a b
c d

)
∈M2(C) | ad− bc = 1}/{±

(
1 0
0 1

)
} z 7→ az + b

cz + d

and
σ(z) := −z

In complex coordinates,

(a) Isometries of R2 are

R⋉O(2) = R⋉ SO(2)
⊔

R⋉O(2) {z 7→ eiθz + z0} ∪ {z 7→ eiθz + z0}

(b) Dilations are of the form z 7→ λz for λ > 0

(c) Inversion w.r.t. z0 ∈ C are of the form

z 7→ z0 +
z − z0

|z − z0|2
= z0 +

1

z − z0

Theorem 4.9. The isometries of Hn are restrictions to Hn ⊂ Rn of the conformal transformations of Rn that
take Hn into itself for n ≥ 2.

4.6 Riemannian Submersion and Horizontal Lift

Definition 4.10. We recall some definitions.

1. A differentiable mapping

f :M
n+k →Mn

is a submersion if f is surjective, and for all p ∈M the differential

dfp : TpM → Tf(p)M

has rank n.
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2. In this case, for all p ∈M , the fiber
f−1(p) = Fp

is a submanifold of M and a tangent vector of M tangent to some Fp, p ∈M is called a vertical vector of
the submersion.

3. If in addition, M and M have Riemannian metrics, the submersion f is Riemannian if for all p ∈ M ,
the differential

dfp : TpM → Tf(p)M

preserves lengths of vectors orthogonal to Fp.

Definition 4.11 (Horizontal Lift). Let
f :M →M

be a Riemannian submersion.

1. A vector x ∈ TpM is horizontal if it is orthogonal to the fiber. The tangent space hence admits a decom-
position

TpM = (TpM)h ⊕ (TpM)v

where (TpM)h denotes the subspace of horizontal vectors and (TpM)v denotes the subspace of vertical
vectors.

2. If X ∈ X(M), the horizontal lift X of X is the horizontal field defined by

dfp(X(p)) := X(f(p)) ∀ p ∈M

Proposition 4.6. 1. The horizontal lift X is differentiable.

Proof. (a) Since f is a submersion, by the Rank Theorem, for any p ∈ M , there exist neighborhoods
U ⊂M of p and V ⊂M of f(p) such that f |U : U → V is locally given by projection π : Rn+k → Rn,
i.e.,

π(x1, . . . , xn, xn+1, . . . , xn+k) = (x1, . . . , xn).

In these coordinates, the vertical subspace (TpM)v corresponds to ker dπ, and the horizontal subspace
(TpM)h is the orthogonal complement.

(b) Let X ∈ X(M) be a smooth vector field. Locally on V , X can be written as

X =

n∑
i=1

ai(x)
∂

∂xi

where ai ∈ C∞(V ). The horizontal lift X in U ⊂M is then

X =

n∑
i=1

(ai ◦ f)
∂

∂xi

since the horizontal vectors in U are spanned by ∂
∂x1

, . . . , ∂
∂xn

. Because ai ◦ f are smooth on U and

the basis vectors ∂
∂xi

are smooth, X is smooth on U .

(c) The horizontal distribution is globally defined and smooth because:

• The vertical distribution ker df is a smooth subbundle of TM .

• The horizontal distribution (TM)h, being its orthogonal complement with respect to the Rie-
mannian metric, is also a smooth subbundle.

Thus, the horizontal liftX is globally smooth, as its local coordinate representations agree on overlaps
due to the smoothness of the metric and df . Since X is smooth in local coordinates and the horizontal
distribution is globally smooth, X is differentiable everywhere on M .

2. Let ∇ and ∇ be the Riemannian connections of M and M respectively. Then

∇XY = ∇XY +
1

2
[X,Y ]v ∀ X, Y ∈ X(M)

where Zv is the vertical component of Z.
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Proof. (a) Let X, Y, Z ∈ X(M) and let T ∈ X(M) be a vertical field. Then for any p ∈M

⟨X(p), T (p)⟩ isometry
= ⟨dfp(X(p)), dfp(T (p))⟩

horizontal lift
= ⟨X(f(p)), 0⟩ = 0

since T is vertical (dfp(T ) = 0). Similarly, ⟨Y , T ⟩ = ⟨Z, T ⟩ = 0.

(b) Also since f is a Riemannian submersion and using horizontal lift

X⟨Y , Z⟩ = X (⟨df(Y ), df(Z)⟩) = X (⟨Y,Z⟩ ◦ f)
= df(X) (⟨Y,Z⟩) = X⟨Y,Z⟩

(c) For any T ∈ X(M) vertical field, using horizontal lifts are f -related

df [X,T ] = [df(X), df(T )] = [X, 0] = 0

Also using definition of f -related

[X,Y ] = [dfX, dfY ] = df [X,Y ]

(d) For any T ∈ X(M) vertical field, since X and Y are both horizontal

T ⟨X,Y ⟩ = ⟨∇TX,Y ⟩+ ⟨X,∇TY ⟩ = 0

(e) Thus concluding from above

⟨[X,Y ], Z⟩ = ⟨df [X,Y ], dfZ⟩ = ⟨[X,Y ], Z⟩
⟨[X,T ], Y ⟩ = 0

(f) Finally using the formula for Riemannian connection as a function of the metric

2⟨∇XY ,Z⟩ = X⟨Y ,Z⟩+ Y ⟨X,Z⟩ − Z⟨X,Y ⟩+ ⟨[X,Y ], Z⟩+ ⟨[Z,X], Y ⟩+ ⟨[Z, Y ], X⟩
= X⟨Y, Z⟩+ Y ⟨X,Z⟩ − Z⟨X,Y ⟩+ ⟨[X,Y ], Z⟩+ ⟨[Z,X], Y ⟩+ ⟨[Z, Y ], X⟩
= 2⟨∇XY,Z⟩

2⟨∇XY , T ⟩ = X⟨Y , T ⟩+ Y ⟨X,T ⟩ − T ⟨X,Y ⟩+ ⟨[X,Y ], T ⟩+ ⟨[T,X], Y ⟩+ ⟨[T, Y ], X⟩
= ⟨[X,Y ], T ⟩+ ⟨[T,X], Y ⟩+ ⟨[T, Y ], X⟩
= ⟨[X,Y ], T ⟩

(g) Thus

⟨∇XY , Z⟩ = ⟨∇XY , Z
h⟩+ ⟨∇XY , Z

v⟩ ∀ Z ∈ X(M)

= ⟨∇XY , Z⟩+
1

2
⟨[X,Y ]v, Z⟩

3. Observe that [X,Y ]v(p) depends only on X(p) and Y (p).

Proof. Since [X,Y ]v is the vertical component, it suffices to consider how it inner products with T ∈ X(M).
From (b) we deduce

1

2
⟨[X,Y ]v, T ⟩ = ⟨∇XY , T ⟩ − ⟨∇XY , T ⟩

= ⟨[X,Y ], T ⟩+ ⟨∇YX,T ⟩ − ⟨∇XY , T ⟩

= ⟨[X,Y ], T ⟩+ 1

2
⟨[Y ,X], T ⟩ − ⟨∇XY , T ⟩

= ⟨[X,Y ], T ⟩+ 1

2
⟨[Y ,X], T ⟩

Using that ∇XY is the horizontal lift, hence lies in the horizontal field. Yet th RHS is now only dependent
on X(p) and Y (p).

Proposition 4.7 (Curvature of Riemannian Submersion). Let f :M →M be a Riemannian Submersion. Let
X, Y, Z, W ∈ X(M) and X,Y , Z,W be there horizontal lifts. Let R and R be the curvature tensors on M and
M respectively.
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1. Then

⟨R(X,Y )Z,W ⟩ = ⟨R(X,Y )Z,W ⟩ − 1

4
⟨[X,Z]v, [Y ,W ]v⟩+ 1

4
⟨[Y , Z]v, [X,W ]v⟩ − 1

2
⟨[Z,W ]v, [X,Y ]v⟩

Proof. First observe

X⟨∇Y Z,W ⟩ = X⟨∇Y Z +
1

2
[Y , Z]v,W ⟩ = X⟨∇Y Z,W ⟩ = X⟨∇Y Z,W ⟩

Thus leveraging Levi-Civita connection

⟨∇X∇Y Z,W ⟩ = X⟨∇Y Z,W ⟩ − ⟨∇Y Z,∇XW ⟩

= X⟨∇Y Z,W ⟩ − ⟨∇Y Z +
1

2
[Y ,Z]v,∇XW +

1

2
[X,W ]v⟩

= X⟨∇Y Z,W ⟩ − ⟨∇Y Z,∇XW ⟩ − 1

4
⟨[Y ,Z]v, [X,W ]v⟩

= ⟨∇X∇Y Z,W ⟩ − 1

4
⟨[Y ,Z]v, [X,W ]v⟩

On the other hand for any T ∈ X(M) vertical

⟨∇TX,Y ⟩ = ⟨∇XT, Y ⟩+ ⟨[T,X], Y ⟩ = X⟨T, Y ⟩ − ⟨T,∇XY ⟩+ ⟨[T,X], Y ⟩
= −⟨T,∇XY ⟩

Thus directly applying above

⟨∇[X,Y ]Z,W ⟩ = ⟨∇[X,Y ]hZ,W ⟩+ ⟨∇[X,Y ]vZ,W ⟩

= ⟨∇[X,Y ]Z,W ⟩ − ⟨[X,Y ]v,∇ZW ⟩
= ⟨∇[X,Y ]Z,W ⟩ − ⟨[X,Y ]v, [Z,W ]⟩ − ⟨[X,Y ]v,∇WZ⟩

= ⟨∇[X,Y ]Z,W ⟩ − ⟨[X,Y ]v, [Z,W ]⟩ − 1

2
⟨[W,Z], [X,Y ]v⟩

= ⟨∇[X,Y ]Z,W ⟩ − 1

2
⟨[X,Y ]v, [Z,W ]⟩

= ⟨∇[X,Y ]Z,W ⟩ − 1

2
⟨[X,Y ]v, [Z,W ]v⟩

Thus combining all above

⟨R(X,Y )Z,W ⟩ = ⟨∇Y ∇XZ,W ⟩ − ⟨∇X∇Y Z,W ⟩+ ⟨∇[X,Y ]Z,W ⟩

= ⟨∇Y ∇XZ,W ⟩ − 1

4
⟨[X,Z]v, [Y ,W ]v⟩ − ⟨∇X∇Y Z,W ⟩

+
1

4
⟨[Y , Z]v, [X,W ]v⟩+ ⟨∇[X,Y ]Z,W ⟩ − 1

2
⟨[X,Y ]v, [Z,W ]v⟩

= ⟨R(X,Y )Z,W ⟩ − 1

4
⟨[X,Z]v, [Y ,W ]v⟩+ 1

4
⟨[Y , Z]v, [X,W ]v⟩ − 1

2
⟨[Z,W ]v, [X,Y ]v⟩

2. For σ the plane generated by the orthonormal vectors X, Y ∈ X(M) and σ the plane generated by X, Y ,
we have

K(σ) = K(σ) +
3

4
|[X,Y ]v|2 ≥ K(σ) (44)

Proof. Since X and Y are orthonormal and using f is isometry, X and Y are orthonormal

K(σ) = R(X,Y ,X, Y )

= ⟨R(X,Y )X,Y ⟩ − 1

4
⟨[X,X]v, [Y , Y ]v⟩+ 1

4
⟨[Y ,X]v, [X,Y ]v⟩ − 1

2
⟨[X,Y ]v, [X,Y ]v⟩

= ⟨R(X,Y )X,Y ⟩ − 3

4
⟨[X,Y ]v, [X,Y ]v⟩

= K(σ)− 3

4
|[X,Y ]v|2
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Example 4.6 (Curvature of the Complex Projective Space). Define a Riemannian metric on Cn+1 \ {0} in
the following way: If Z ∈ Cn+1 \ {0} and V, W ∈ TZ(Cn+1 \ {0})

⟨V,W ⟩Z =
Real(V,W )

(Z,Z)

The metric ⟨·, ·⟩ restricted to S2n+1 ⊂ Cn+1 \ {0} coincides with the metric induced from R2n+2. Notice for all
0 ≤ θ ≤ 2π

eiθ : S2n+1 → S2n+1

is an isometry, hence it is possible to define a Riemannian metric on Pn(C) s.t. the submersion f is Riemannian.
Show that in this metric, the sectional curvature of Pn(C) is given by

K(σ) = 1 + 3 cos2(φ)

where σ is generated by the orthonormal pair X, Y

cos(φ) = ⟨X, iY ⟩

and X, Y are the horizontal lifts of X and Y . In particular,

1 ≤ K(σ) ≤ 4

Proof. Let Z be the position vector describing S2n+1. Since

d

dθ

∣∣∣∣
θ=0

eiθZ = iZ

We know iZ ∈ TZ(S2n+1) and is vertical. Now let ∇ be the Riemannian connection of R2n+2 ∼= Cn+1 and let
X, Y ∈ X(Pn(C)). Choose

α : (−ε, ε) → S2n+1

s.t.
α(0) = Z α′(0) = X

Then

(∇X iZ)Z =
d

dt

∣∣∣∣
t=0

iZ ◦ α(t)

=
d

dt

∣∣∣∣
t=0

iα(t) = iα′(0) = iX

Thus

⟨[X,Y ], iZ⟩ = ⟨∇XY −∇YX, iZ⟩
= X⟨Y , iZ⟩ − ⟨Y ,∇X iZ⟩ − Y ⟨X, iZ⟩+ ⟨X,∇Y iZ⟩
= −⟨iX, Y ⟩+ ⟨iY ,X⟩
= 2 cos(φ)

Notice, since iZ spans the vertical subspace at Z, the vertical component [X,Y ]v must be proportional to iZ.
Assume

[X,Y ]v = ciZ

Then

⟨[X,Y ], iZ⟩ = c|iZ|2 = 2 cos(φ)

c = 2 cos(φ)

Thus

|[X,Y ]v|2 = ⟨2 cos(φ)iZ, 2 cos(φ)iZ⟩ = 4 cos2(φ)

Also notice the sphere S2n+1 has constant sectional curvature 1. Now using (44)

K(σ) = K(σ) +
3

4
|[X,Y ]v|2

= 1 + 3 cos2(φ)
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5 Variations of Energy

5.1 Minimizing Arc Length

Let (M, g) be a Riemannian manifold, p, q ∈M . Denote

Ωp,q := {c : [0, 1] →M | piecewise C∞, c(0) = p and c(1) = q}

Definition 5.1 (Arc-length Functional). We define the Arc-length Functional

L : Ωp,q → R c 7→ L(c) :=

ˆ 1

0

|c′(t)|dt

1. Observe that we have lower bound
d(p, q) = inf

c∈Ωp,q

L(c)

2. We want to find δ ∈ Ωp,q with
L(δ) ≤ L(c)

for any c ∈ Ωp,q.

3. However δ is not unique, because up to reparametrization

δ ◦ ϕ

for
ϕ : [0, 1] → [0, 1]

has the same length.

Observe by Cauchy-Schwarz

L(c)2 =

(ˆ 1

0

|c′(t)| dt
)2

≤
ˆ 1

0

1dt

ˆ 1

0

|c′(t)|2 dt =
ˆ 1

0

|c′(t)|2 dt

Notice = iff |c′(t)| = constant.

Definition 5.2 (Energy Functional).

E : Ωp,q → R c 7→ E(c) :=

ˆ 1

0

|c′(t)|2dt

1. Now suppose we have a minimizer δ s.t.

L(δ) ≤ L(c) ∀ c ∈ Ωp,q

Then there exists only one reparametrization ϕ s.t. δ̃ = δ ◦ ϕ has constant velocity |δ̃′(t)| = constant.

2. Then for any c ∈ Ωp,q

E(c) ≥ L(c)2 ≥ L(δ)2 = L(δ̃)2 = E(δ̃)

Now δ̃ is unique and a minimizer of the energy functional.

Now given c ∈ Ωp,q we want to compute the differential of the energy functional.

dEc : TcΩp,q → R

We need to discuss variations.

Definition 5.3 (Variation (formal)). Let

f : (−ε, ε) → Ωp,q s 7→ fs

be a curve in the space of curves Ωp,q s.t. f0 = c. f is called a proper variation of c.

1. Then we define

V (t) :=
d

ds

∣∣∣∣
s=0

fs(t) ∈ TcΩp,q

This is vector field along c, called the variation field of f . Notice V (0) = V (1) = 0.
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2. Now we define the first variation of energy as

dEc(V ) =
d

ds

∣∣∣∣
s=0

E(fs)

3. If c is a critical point of dEc, i.e.

dEc(V ) = 0 ∀ V ∈ TcΩp,q

Then we define the second variation of energy as

d2Ec(V, V ) =
d2

ds2

∣∣∣∣
s=0

E(fs)

In fact we give a precise definition

Definition 5.4 (Variation). Let c : [0, a] →M , a > 0 be piecewise C∞ curve. A variation of c is a continuous
map

f : (−ε, ε)× [0, a] →M (s, t) 7→ f(s, t)

s.t.

1. f(0, t) = c(t).

2. There exists 0 = t0 < t1 < · · · < tk < tk+1 = a s.t.

f |(−ε,ε)×[tn,tn+1]

is smooth.

We also define the following

1. We say that f is proper if

f(s, 0) = c(0) and f(s, a) = c(a) ∀ s ∈ (−ε, ε)

2. Given a curve
fs : [0, a] →M s 7→ fs(t) := f(s, t)

We denote
gt : (−ε, ε) →M s 7→ gt(s) := f(s, t)

as the transverse curve.

3. We define

V (t) :=
d

ds

∣∣∣∣
s=0

fs(t)

as a variation field. f proper implies V (0) = V (a) = 0.

Conversely we have

Proposition 5.1 (Construction of Variation). Let

c : [0, a] →M

be piecewise C∞ curve, and V (t) ̸≡ 0 be piecewise C∞ vector field along c. Then there exists variation

f : (−ε, ε)× [0, a] →M

of c s.t.

V (t) =
∂f

∂s
(0, t)

Proof. By compactness of [0, a], there exists δ > 0 s.t.

expc(t)(v)

is defined for |v| < δ, v ∈ Tc(t)M , for any t ∈ [0, a]. Now we want to consider

ε :=
δ

max
t∈[0,a]

|V (t)|

Define
f : (−ε, ε)× [0, a] →M (s, t) 7→ expc(t)(sV (t))

This is well-defined because |sv(t)| < δ for |s| < ε. Here
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1. f(0, t) = expc(t)(0) = c(t)

2. ∂f
∂s (0, t) = V (t)

Remark 5.1. If V (0) = V (a) = 0, then we can choose f s.t. f(s, 0) = expc(0)(0) = c(0) is proper.

We have the following application of variation.

Proposition 5.2. Let M be a complete Riemannian manifold, and let N ⊂ M be a closed submanifold of M .
Let p0 ∈M , p0 /∈ N and let d(p0, N) be distance from p0 to N . Then there exists a point q0 ∈ N s.t.

d(p0, q0) = d(p0, N)

and that a minimizing geodesic which joins p0 to q0 is orthogonal to N at q0.

Proof. 1. Since N is closed and p0 /∈ N , the distance

d(p0, N) := inf
q∈N

d(p0, q) > 0

Let {qn} ⊂ N be a minimizing sequence such that d(p0, qn) → d(p0, N). For sufficiently large n, all qn
lie within the closed geodesic ball B(p0, d(p0, N) + 1). By the Hopf-Rinow theorem, this ball is compact
in the complete manifold M . Hence, {qn} has a convergent subsequence qnk

→ q0. Since N is closed,
q0 ∈ N . Continuity of the distance function gives

d(p0, q0) = lim
k→∞

d(p0, qnk
) = d(p0, N).

Thus, q0 realizes the minimum distance. Furthermore since M is complete, thee exists a minimizing
geodesic which joins p0 and q0.

2. Let γ : [0, 1] → M be a minimizing geodesic from p0 to q0 s.t. γ(0) = p0, γ(1) = q0 with unit-speed
parametrization. Suppose for contradiction that γ′(1) is not orthogonal to Tq0N . Then there exists
v ∈ Tq0N with ⟨γ′(1), v⟩ ≠ 0. Consider a smooth curve α : (−ϵ, ϵ) → N with α(0) = q0 and α′(0) = v.
Consider the variation

γ : (−ϵ, ϵ)× [0, 1] →M (s, t) 7→ γs(t)

where

(a) γ0(t) = γ(t)

(b) γs(0) = p0 fixed point, so d
dsγs(0) = 0.

(c) γs(1) = α(s), so d
dsγs(1) = α′(s).

Notice the arc-length writes

L[γs] :=

ˆ 1

0

∥∥∥∥∂γs∂t
∥∥∥∥ (t) dt

so

d

ds
L[γs] =

ˆ 1

0

d

ds

(
⟨∂γs
∂t

,
∂γs
∂t

⟩
) 1

2

dt

=

ˆ 1

0

1∥∥∥∂γs

∂t

∥∥∥ ⟨Dds ∂γs∂t , ∂γs∂t ⟩dt
=

ˆ 1

0

1∥∥∥∂γs

∂t

∥∥∥ ⟨Ddt ∂γs∂s , ∂γs∂t ⟩dt Gauss Lemma

d

ds

∣∣∣∣
s=0

L[γs] =

ˆ 1

0

1

∥γ′(t)∥
⟨D
dt
V (t), γ′(t)⟩dt V (t) :=

d

ds

∣∣∣∣
s=0

γs(t) denotes variational field

=

ˆ 1

0

d

dt
⟨V (t), γ′(t)⟩ − ⟨V (t),

D

dt
γ′(t)⟩dt product rule, and unit speed parametrizaiton

=

ˆ 1

0

d

dt
⟨V (t), γ′(t)⟩dt using γ is geodesic

= ⟨V (1), γ′(1)⟩ − ⟨V (0), γ′(0)⟩
= ⟨α′(0), γ′(1)⟩ = ⟨v, γ′(1)⟩
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The first variation of arc length for the variation γs(t) yields

d

ds

∣∣∣∣
s=0

L[γs] =

ˆ 1

0

|γs(t)|dt = ⟨γ′(1), v⟩.

If ⟨γ′(1), v⟩ ≠ 0, this derivative is non-zero, implying shorter paths from p0 to α(s) for small |s|. This
contradicts the minimality of q0. Hence, γ′(1) must be orthogonal to Tq0N .

5.2 Formulas for First and Second Variations

Definition 5.5 (Energy function of Variation). Let f be a variation of c. Then the energy function of f is

E : (−ε, ε) → R s 7→ E(s) :=

ˆ a

0

|∂f
∂t

(s, t)|2dt = E(fs)

which coincides with the energy functional of fs. We can see this as the map

E : {piecewise smooth curves c : [0, a] →M} → R c 7→ E(c) :=

ˆ a

0

|c′(t)|2dt

with differential

dEc(V ) =
d

ds

∣∣∣∣
s=0

E(β(s)) = E′(0)

where β(s) is a curve in the space of curves with β(0) = c, β′(0) = V .

5.2.1 First Variation

Proposition 5.3 (Formula for First Variation of Energy).

1

2

d

ds

∣∣∣∣
s=0

E(s) = −
ˆ a

0

⟨V (t),
D

dt

dc

dt
⟩dt+

k∑
i=1

⟨V (ti),
dc

dt
(t−i )−

dc

dt
(t+i )⟩+ ⟨V (a),

dc

dt
(a)⟩ − ⟨V (0),

dc

dt
(0)⟩ (45)

Proof. Compute

E(s) =

ˆ a

0

⟨∂f
∂t
,
∂f

∂t
⟩dt =

k∑
i=0

ˆ ti+1

ti

⟨∂f
∂t
,
∂f

∂t
⟩dt

So

d

ds

(ˆ ti+1

ti

⟨∂f
∂t
,
∂f

∂t
⟩dt
)

= 2

ˆ ti+1

ti

⟨D
ds

∂f

∂t
,
∂f

∂t
⟩dt = 2

ˆ ti+1

ti

⟨D
dt

∂f

∂s
,
∂f

∂t
⟩dt

= 2

ˆ ti+1

ti

(
d

dt
⟨∂f
∂s
,
∂f

∂t
⟩ − ⟨∂f

∂s
,
D

dt

∂f

∂t
⟩
)
dt

= 2 ⟨∂f
∂s
,
∂f

∂t
⟩
∣∣∣∣t

−
i+1

t+i

− 2

ˆ ti+1

ti

⟨∂f
∂s
,
D

dt

∂f

∂t
⟩dt

1

2
E′(s) =

k∑
i=0

⟨∂f
∂s
,
∂f

∂t
⟩
∣∣∣∣t

−
i+1

t+i

−
ˆ a

0

⟨∂f
∂s
,
D

dt

∂f

∂t
⟩dt

Now we evaluate at s = 0. In particular

∂f

∂t

∣∣∣∣
s=0

= c′(t)

∂f

∂s

∣∣∣∣
s=0

= V (t)

So

1

2
E′(0) =

k∑
i=0

(
⟨V (t−i+1), c

′(t−i+1)⟩ − ⟨V (t+i ), c
′(t+i )⟩

)
−
ˆ a

0

⟨V (t),
D

dt

dc

dt
⟩dt

Rearranging yields (45).
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In fact critical points of
E : Ωp,q → R

are critical points.

Proposition 5.4. Let
c : [0, a] →M

be piecewise C∞. Then for any proper variation of c,

d

ds
E(0) = 0 ⇐⇒ c is a geodesic

Proof. 1. ⇐= . For any proper variation of c,

V (0) = V (a) = 0

If c is a geodesic, then c is small so that

dc

dt
(t+i ) =

dc

dt
(t−i )

and D
dt

dc
dt = 0. By first variation formula (45)

E′(0) = 0

2. =⇒ . We consider the following

(a) Let

V (t) = g(t)
D

dt

dc

dt
be C∞ smooth curve with

g(t) = sin(
π(t− ti)

ti+1 − ti
) ∀ t ∈ [ti, ti+1]

In particular g vanishes at each ti. Hence

V (0) = V (a) = V (ti) = 0

Then V is the variational field of a proper variation of c. By our assumption

E′(0) = 0

By our first variation formula (45)

0 =
1

2
E′(0) = −

ˆ a

0

⟨V (t),
D

dt

dc

dt
⟩dt = −

ˆ a

0

g(t)|D
dt

dc

dt
|2dt

= −
k∑

i=0

ˆ ti+1

ti

g(t)|D
dt

dc

dt
|2dt ≥ 0

0 =

ˆ ti+1

ti

g(t)|D
dt

dc

dt
|2dt ∀ i

0 = g(t)|D
dt

dc

dt
|2 ∀ t ∈ [ti, ti+1]

0 =
D

dt

dc

dt
∀ t ∈ (ti, ti+1)

In particular, c must be a piecewise geodesic. So in particular, for any V s.t. V (0) = V (a) = 0 we
have

1

2
E′(0) =

k∑
i=1

⟨V (ti),
dc

dt
(t−i )−

dc

dt
(t+i )⟩ = 0

(b) We choose V (t) such that
V (0) = V (a) = 0

and V (ti) =
dc
dt (t

−
i )− dc

dt (t
+
i ). It has an associated proper variation satisfying

0 =
1

2
E′(0) =

k∑
i=1

|dc
dt

(t−i )−
dc

dt
(t+i )|

2

dc

dt
(t−i ) =

dc

dt
(t+i )

Hence c is smooth. Because c is smooth and D
dt

dc
dt = 0 we know c is a geodesic.
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5.2.2 Second Variation

Proposition 5.5 (Formula for Second Variation of Energy).

1

2

d2

ds2

∣∣∣∣
s=0

E(s) = ⟨D
ds

∂f

∂s
(0, a), γ′(a)⟩ − ⟨D

ds

∂f

∂s
(0, 0), γ′(0)⟩+ ⟨V (a),

D

dt
V (a)⟩ − ⟨V (0),

D

dt
V (0)⟩

+

k∑
i=1

⟨V (ti),
D

dt
V (t−i )−

D

dt
V (t+i )⟩ −

ˆ a

0

⟨V (t),
D2

dt2
V (t) +R(γ′, V )γ′⟩dt (46)

Proof. Recall from the proof of first variation, we have

1

2
E′(s) =

k∑
i=0

⟨∂f
∂s
,
∂f

∂t
⟩

∣∣∣∣∣
t=t−i+1

t=t+i

−
ˆ a

0

⟨∂f
∂s
,
D

dt

∂f

∂t
⟩dt

We take a derivative.

1

2
E′′(s) =

k∑
i=0

⟨D
ds

∂f

∂s
,
∂f

∂t
⟩

∣∣∣∣∣
t=t−i+1

t=t+i

+

k∑
i=0

⟨∂f
∂s
,
D

ds

∂f

∂t
⟩

∣∣∣∣∣
t=t−i+1

t=t+i

−
ˆ a

0

⟨D
ds

∂f

∂s
,
D

dt

∂f

∂t
⟩dt−

ˆ a

0

⟨∂f
∂s
,
D

ds

D

dt

∂f

∂t
⟩dt

Notice

D

ds

D

dt

∂f

∂t
=
D

dt

D

ds

∂f

∂t
+R(

∂f

∂t
,
∂f

∂s
)
∂f

∂t

=
D

dt

D

dt

∂f

∂s
+R(

∂f

∂t
,
∂f

∂s
)
∂f

∂t
Gauss lemma

So

1

2
E′′(s) =

k∑
i=0

⟨D
ds

∂f

∂s
,
∂f

∂t
⟩

∣∣∣∣∣
t=t−i+1

t=t+i

+

k∑
i=0

⟨∂f
∂s
,
D

dt

∂f

∂s
⟩

∣∣∣∣∣
t=t−i+1

t=t+i

−
ˆ a

0

⟨D
ds

∂f

∂s
,
D

dt

∂f

∂t
⟩dt−

ˆ a

0

⟨∂f
∂s
,
D

dt

D

dt

∂f

∂s
+R(

∂f

∂t
,
∂f

∂s
)
∂f

∂t
⟩dt

Assume that f(0, t) = γ(t) is a geodesic. Then

D

dt

∂f

∂t
(0, t) =

D

dt
γ′(t) = 0

∂f

∂s
(0, t) = V (t)

∂f

∂t
(0, t) = γ′(t)

Then

1

2
E′′(0) =

k∑
i=0

⟨D
ds

∂f

∂s
(0, t), γ′(t)⟩

∣∣∣∣∣
t=t−i+1

t=t+i

+

k∑
i=0

⟨V (t),
D

dt
V (t)⟩

∣∣∣∣∣
t=t−i+1

t=t+i

−
ˆ a

0

⟨D
ds

∂f

∂s
(0, t),

D

dt
γ′(t)⟩dt−

ˆ a

0

⟨V (t),
D2

dt2
V (t) +R(γ′, V )γ′⟩dt

γ smooth
= ⟨D

ds

∂f

∂s
(0, a), γ′(a)⟩ − ⟨D

ds

∂f

∂s
(0, 0), γ′(0)⟩+ ⟨V (a),

D

dt
V (a)⟩ − ⟨V (0),

d

dt
V (0)⟩

+

k∑
i=1

⟨V (ti),
D

dt
V (t−i )−

D

dt
V (t+i )⟩ −

ˆ a

0

⟨V (t),
D2

dt2
V (t) +R(γ′, V )γ′⟩dt

Proposition 5.6. If f is proper variation of a geodesic, then

1

2
E′′(0) =

ˆ a

0

(
⟨D
dt
V (t),

D

dt
V (t)−R(γ′, V, γ′, V )

)
dt (47)
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Proof. In particular, if f is proper, then for any s

f(s, 0) = γ(0)

f(s, a) = γ(a)

V (0) = V (a) = 0

D2

ds2
f(0, 0) =

D2

ds2
f(0, a) = 0

Then

1

2
E′′(0) = −

ˆ a

0

⟨V (t),
D2

dt2
V (t) +R(γ′, V )γ′⟩dt+

k∑
i=1

⟨V (ti),
D

dt
V (t−i )−

D

dt
V (t+i )⟩

Now applying Integration by Parts,

⟨DV
dt

,
DV

dt
⟩ = d

dt

(
⟨V (t),

D

dt
V (t)⟩

)
− ⟨V (t),

D2

dt2
V (t)⟩

k∑
i=0

ˆ ti+1

ti

⟨DV
dt

,
DV

dt
⟩dt =

k∑
i=0

ˆ ti+1

ti

d

dt

(
⟨V (t),

D

dt
V (t)⟩

)
−
ˆ a

0

⟨V (t),
D2

dt2
V (t)⟩dt

=

k∑
i=0

⟨V (ti),
D

dt
V (ti)⟩

∣∣∣∣∣
t=t−i+1

t=t+i

−
ˆ a

0

⟨V (t),
D2

dt2
V (t)⟩dt

Corollary 5.1. Now let V be a piecewise C∞ vector field along γ(t). V (0) = V (a) = 0. v, w ∈ TγΩp,q. If γ(t)
is a geodesic, then it is a critical point of

E : Ωp,q → R

so

1

2

d2

ds2
E(0) =

1

2
Hess(E)(γ)(v, w)

(47)
=

ˆ a

0

(
⟨Dv
dt
,
Dw

dt
⟩ −R(γ′, v, γ′, w)

)
dt

We look at one example.

Proposition 5.7. Let Mn be an orientable Riemannian manifold with positive curvature and even dimension.
Let γ be a closed geodesic in M , i.e., γ is an immersion of the circle S1 in M that is geodesic at all of its points.
Then γ is homotopic to a closed curve whose length is strictly less than that of γ.

Proof. Let γ : [0, L] →M be a closed geodesic parameterized by arc length, where L = Length(γ).

1. The normal bundle N(γ) consists of vectors orthogonal to γ′(t) along γ. Since dimM = n is even, then
using γ is 1-dim, we know N(γ) has odd n− 1 dimension. Now consider the parallel transport along γ

Pγ : Tγ(0)M
⊥ → Tγ(0)M

⊥

which is an element of SO(n − 1). In odd dimensions, every orientation-preserving orthogonal transfor-
mation Pγ has at least 1 eigenvalue 1. Indeed, this is because the characteristic polynomial of Pγ has real
coefficients, so in odd dimensions, there exists at least one real eigenvalue. Since Pγ preserves orientation
hence has determinant 1, the real eigenvalue must be 1. Now we pick v ∈ Tγ(0)M

⊥ as eigenvector of Pγ

with eigenvalue 1. We parallel transport v along γ to define

V (t) := Pγ|[0,t](v)

By our construction, V (t) is parallel so

∇γ′(t)V (t) = 0 ∀ t

and using closedness of γ, V (L) = V (0) = v. Also using the normal bundle, V (t) is orthogonal to γ′(t)
for all t.
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2. Define a variation of γ by:

f : (−ε, ε)× [0, L] →M (s, t) 7→ f(s, t) ≡ fs(t) := expγ(t)(sV (t))

for ϵ > 0 is small. We compute

f(s, 0) = f(s, L) = expγ(0)(sv)

V (0) =
d

ds

∣∣∣∣
s=0

fs(0) = d(expγ(0))0(v) = v = V (L)

D

ds

∂f

∂s
(0, 0) =

D

ds

∂f

∂s
(0, L) = 0

The energy functional is

E(fs) =

ˆ L

0

∥fs(t)∥2dt

By above computations, the second variation at s = 0 thus shares the same formula as the proper variation
case (47)

E′′(0) =

ˆ L

0

(
∥∇γ′V ∥2 − ⟨R(V, γ′)γ′, V ⟩

)
dt,

where R is the Riemann curvature tensor. Since V is parallel (∇γ′V = 0), this simplifies to

E′′(0) = −
ˆ L

0

⟨R(V, γ′)γ′, V ⟩dt.

3. By positive curvature, ⟨R(V, γ′)γ′, V ⟩ > 0 for all t. Hence

E′′(0) = −
ˆ L

0

⟨R(V, γ′)γ′, V ⟩︸ ︷︷ ︸
>0

dt < 0.

Since E′′(0) < 0, there exists s > 0 such that E(f(s, ·)) < E(γ). For small s, the length Length(f(s, ·))
satisfies

Length(f(s, ·)) ≤
√
2E(f(s, ·)) <

√
2E(γ) = Length(γ).

Thus, f(s, ·) is a closed curve homotopic to γ with strictly shorter length.

We have another example.

Proposition 5.8. Let N1, N2 be two closed disjoint submanifolds of a compact Riemannian manifold,

1. The distance between N1 and N2 is attained by a geodesic γ perpendicular to both N1 and N2.

Proof. The proof adapts the argument in Proposition 5.2 to both submanifolds N1 and N2.

(a) Since M is compact and N1, N2 are closed, the distance

d(N1, N2) = inf{d(p, q) | p ∈ N1, q ∈ N2}

is attained by some p0 ∈ N1 and q0 ∈ N2. Let γ : [0, 1] → M be a minimizing geodesic from p0 to
q0, parameterized by arc length.

(b) Suppose γ′(0) is not orthogonal to Tp0
N1. Then there exists v ∈ Tp0

N1 with ⟨γ′(0), v⟩ ≠ 0. Construct
a variation γs(t) where γs(0) moves along a curve α(s) ⊂ N1 with α′(0) = v, while γs(1) = q0. The
first variation of length is

d

ds

∣∣∣∣
s=0

L[γs] = ⟨v, γ′(0)⟩ ≠ 0.

This implies shorter paths exist for small |s|, contradicting the minimality of γ. Hence, γ′(0) ⊥ Tp0
N1.

(c) Similarly, suppose γ′(1) is not orthogonal to Tq0N2. Take w ∈ Tq0N2 with ⟨γ′(1), w⟩ ̸= 0. Define a
variation γs(t) where γs(1) moves along a curve β(s) ⊂ N2 with β′(0) = w, while γs(0) = p0. The
first variation

d

ds

∣∣∣∣
s=0

L[γs] = ⟨w, γ′(1)⟩ ≠ 0,

again contradicting minimality. Thus, γ′(1) ⊥ Tq0N2.
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Therefore, the minimizing geodesic γ is perpendicular to both N1 and N2 at its endpoints p0 and q0.

2. For any orthogonal variation h(t, s) of γ, with h(0, s) ∈ N1 and h(ℓ, s) ∈ N2, we have the expression for
formula of the second variation

1

2
E′′(0) = Iℓ(V, V ) + ⟨V (ℓ), S

(2)
γ′(ℓ)V (ℓ)⟩ − ⟨V (0), S1

γ′(0)(V (0))⟩

where V is the variational vector and S
(i)
γ′ is the linear map associated to the second fundamental form of

Ni in the direction of γ′, i = 1, 2.

Proof. Let γ : [0, ℓ] →M be a minimizing geodesic between N1 and N2, parameterized by arc length. Let
h(t, s) be a smooth variation of γ such that

• h(t, 0) = γ(t) for all t,

• h(0, s) ∈ N1 and h(ℓ, s) ∈ N2 for all s.

Let V (t) = ∂h
∂s

∣∣
s=0

be the variational vector field, which is orthogonal to γ′.

(a) The energy functional is E(s) =
´ ℓ
0

〈
∂h
∂t ,

∂h
∂t

〉
dt. Using formula (46), its second derivative at s = 0 is

1

2
E′′(0) =

ˆ ℓ

0

(
⟨D
dt
V,
D

dt
V ⟩ − ⟨R(γ′, V )γ′, V ⟩

)
dt+

〈
D

dt
V, V

〉∣∣∣∣ℓ
0

Indeed, using orthogonality of V with γ′, first few terms vanish. After integrating
´ ℓ
0

〈
D
dtV,

D
dtV

〉
dt

by parts, we obtain

ˆ ℓ

0

〈
D

dt
V,
D

dt
V

〉
dt =

〈
D

dt
V, V

〉∣∣∣∣ℓ
0

−
ˆ ℓ

0

〈
D2

dt2
V, V

〉
dt.

For a geodesic γ, D2

dt2V = R(γ′, V )γ′, so substituting back yields the result.

(b) At t = 0 and t = ℓ, the variational vector field V is tangent to N1 and N2, respectively. The second
fundamental forms S(1) and S(2) encode the normal curvature of N1 and N2 via

• At t = 0:
〈
D
dtV (0), V (0)

〉
=
〈
S
(1)
γ′(0)V (0), V (0)

〉
.

• At t = ℓ:
〈
D
dtV (ℓ), V (ℓ)

〉
=
〈
S
(2)
γ′(ℓ)V (ℓ), V (ℓ)

〉
.

(c) Substituting the boundary terms into E′′(0)

1

2
E′′(0) = Iℓ(V, V ) +

〈
V (ℓ), S

(2)
γ′(ℓ)V (ℓ)

〉
−
〈
V (0), S

(1)
γ′(0)V (0)

〉
,

where Iℓ(V, V ) =
´ ℓ
0
(⟨∇tV,∇tV ⟩ − ⟨R(γ′, V )γ′, V ⟩) dt.

Proposition 5.9. Let M̃ be a complete simply connected Riemannian manifold, with curvature K ≤ 0. Let

γ : (−∞,∞) → M̃

be a normalized geodesic and let p ∈ M̃ be a point which does not belong to γ. Let

d(s) := d(p, γ(s))

1. Consider the minimizing geodesic
σs : [0, d(s)] → M̃

joining p to γ(s), that is,
σs(0) = p, σs(d(s)) = γ(s)

Consider the variation
h(t, s) = σs(t)

Then

(a) 1
2E

′(s) = 3
2 ⟨γ

′(s), σ′
s(d(s))⟩.
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Proof. We assume ⟨∂h∂t ,
∂h
∂t ⟩(t, s) is integrable w.r.t. t and integrates to H(t, s), then formally

E(s) =

ˆ d(s)

0

⟨∂h
∂t
,
∂h

∂t
⟩dt = H((d(s), s)−H(0, s)

E′(s) = Ht(d(s), s)d
′(s) +Hs(d(s), s)−Hs(0, s)

= ⟨∂h
∂t
,
∂h

∂t
⟩(d(s), s)d′(s) + 2

ˆ d(s)

0

⟨D
ds

∂h

∂t
,
∂h

∂t
⟩dt

= ⟨σ′
s(d(s)), σ

′
s(d(s))⟩d′(s) + 2

ˆ d(s)

0

⟨D
ds

∂h

∂t
,
∂h

∂t
⟩dt

= ⟨γ′(s), σ′
s(d(s))⟩+ 2

ˆ d(s)

0

⟨D
ds

∂h

∂t
,
∂h

∂t
⟩dt

ˆ d(s)

0

⟨D
ds

∂h

∂t
,
∂h

∂t
⟩dt =

ˆ d(s)

0

⟨D
dt

∂h

∂s
,
∂h

∂t
⟩dt

=

ˆ d(s)

0

d

dt
⟨∂h
∂s
,
∂h

∂t
⟩ − ⟨∂h

∂s
,
D

dt

∂h

∂t
⟩dt

= ⟨∂h
∂s
,
∂h

∂t
⟩(d(s))− ⟨∂h

∂s
,
∂h

∂t
⟩(0) using σs is minimizing geodesic

= ⟨γ′(s), σ′
s(d(s))⟩

Here I suspect the original answer is wrong and should lead to

1

2
E′(s) =

3

2
⟨γ′(s), σ′

s(d(s))⟩

(b) 1
2E

′′(s) > 0.

Proof. From the first variation, it suffices to differentiate

⟨γ′(s), σ′
s(d(s))⟩.

Differentiating again:
d

ds
⟨γ′(s), σ′

s(d(s))⟩ = ⟨γ′(s), D
ds
σ′
s(d(s))⟩,

since γ′′(s) = 0. The term D
dsσ

′
s(d(s)) is computed via the Jacobi field J(t) = ∂h

∂s (t, s) along σs. By
the second variation formula

1

2
E′′(s) = I(J, J) + ⟨γ′(s), D

ds
J(d(s))⟩,

where I(J, J) is the index form. Since K ≤ 0 and σs is minimizing, I(J, J) > 0 unless J is parallel.
But J is not parallel thus

E′′(s) > 0.

2. Then conclude

(a) from Step 1 (a) that s0 is a critical point of d iff ⟨γ′(s0), σ′
s(d(s0))⟩ = 0

Proof. Indeed, ⟨γ′(s0), σ′
s(d(s0))⟩ = 0 iff E′(s0) = 0. But also note

E(s) = d(s) = d(p, γ(s))

as energy of the minimizing geodesic σs. Thus differentiation and substitution yields the result.

(b) from Step 1 (b) that d has a unique critical point, which is a minimum.

Proof. E′′(s) > 0, and since E(s) = d(s), it follows that d′′(s) > 0. This implies d(s) is strictly
convex. On a complete simply connected manifold with K ≤ 0, the distance function s 7→ d(p, γ(s))
is proper (coercive) because γ(s) escapes to infinity as |s| → ∞. This is done by Hadamard’s
Theorem 3.3. A strictly convex, coercive function on R has exactly one critical point, which is a
global minimum. Hence, d(s) attains a unique minimum at its critical point s0.
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3. From step 2, it follows that

Theorem 5.1. If M̃ is complete, simply connected and has curvature K ≤ 0, then a point off the geodesic
γ of M̃ can be connected by a unique geodesic perpendicular to γ.

Show by examples that the condition on the curvature and the condition of the simple connectivity are
essential.

Proof. (a) If K ≤ 0 is dropped, let M̃ be a sphere, let p be north pole and γ be its equator, then there
are infinitely many perpendicular lines of minimal length.

(b) If simple connectedness is dropped, let M̃ be an infinite cylinder and p be any point. Let γ be a
straight line passing through the antipodal point of p. Then there are two lines reaching minimal
length.

5.3 Bonnet-Myers Theorem

Now we look at some clever applications.

Theorem 5.2 (Bonnet-Myer). Suppose we have some complete Riemannian manifold (Mn, g). Suppose that
there exists r > 0 s.t. either of the following is satisfied

1. Myer. For any p ∈M and v ∈ TpM unit, the Ricci

Ricp(v, v) ≥
1

r2

2. Bonnet. Or for any p ∈M , for any 2−plane σ in TpM , the sectional curvature

K(p, σ) ≥ 1

r2

Then M is compact, and

diam(M, g) := sup
p,q∈M

d(p, q) ≤ πr

Proof. It suffices to prove for Myer.

1. By contradiction, suppose that diam(M, g) > πr. Then there exists two points p, q ∈M s.t.

d(p, q) =: ℓ > πr

Since the manifold is complete, there exists also a normalized geodesic that connects these two points p, q.
Then our γ

γ : [0, ℓ] →M γ(0) = p γ(ℓ) = q

We want to apply the second variation formula so we want to find a variation that gives us a contradiction.

2. We construct a variation by imposing a vector field along this curve. We define it by using the O.N. frame
of the tangent space. Let {e1, · · · , en} be ONB of TpM where en := γ′(0). Then parallel transport them.
Let ei(t) be the parallel transport of ei along γ. We define our variational field (the one that saturates
the sphere)

Vi(t) := sin(
πt

ℓ
)ei(t) i = 1, · · · , n− 1

Vi(0) = Vi(ℓ) = 0

Thus we have a proper variation associated to the Variational Field, i.e., Vi are the variational field of fi
of γ.

3. Now let Ei(s) be the energy of fi(s, t), the proper variation associated to Vi. Let’s compute

Ei(s) :=

ˆ ℓ

0

|∂fi
∂t

(s, t)|2 ≥ 1

ℓ
ℓ(fi)

2 Cauchy Schwarz

≥ 1

ℓ
ℓ(γ)2 since γ is geodesic

= E(γ) = E(0)
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Now that γ is geodesic and V proper, we know E′
i(0) = 0 and E′′

i (0) ≥ 0 this is indeed a minimum. By
the second variation formula (47)

1

2
E′′

i (0) = −
ˆ ℓ

0

(
⟨D

2Vi
dt2

, Vi⟩+R(γ′, Vi, γ
′, Vi)

)
dt no boundary terms because all are piecewise smooth

=

ˆ ℓ

0

(
π2

ℓ2
sin2(

πt

ℓ
)− sin2(

πt

ℓ
)R(en, ei, en, ei)

)
dt ∀ i = 1, · · · , n− 1

1

n− 1

n−1∑
i=1

1

2
E′′

i (0) =

ˆ ℓ

0

(
π2

ℓ2
sin2(

πt

ℓ
)− sin2(

πt

ℓ
)Ricp(en, en)

)
dt

≤
ˆ ℓ

0

(
π2

ℓ2
− 1

r2

)
sin2(

πt

ℓ
)dt < 0 since πr < ℓ

Now this contradicts E′′
i (0) = 0.

Since M is totally bounded and complete, M is compact.

Remark 5.2. • Bonnet’s assumption implies Myer’s assumption. Indeed

Ricp(v, v) =
1

n− 1

n−1∑
i=1

R(ei, v, ei, v) =
1

n− 1

n−1∑
i=1

K(p,Span(ei, v)) {e1, · · · , en−1, v} O.N.B. of TpM

• The inequalities are sharp. Sn satisfies

Ricp(v, v) =
1

r2
, K(p, σ) =

1

r2
, diam = πr

Theorem 5.3 (Cheng-Shiohama). In fact

Ricp(v, v) ≥
1

r2

diam = πr

implies that
(Mn, g) ∼= (Sn, gcan)

• It is necessary that K,Ric are bounded away from 0! For example

S = {(x, y, z) ∈ R3 | z = x2 + y2}

is complete but

K =
4

(1 + x2 + y2)2
> 0, inf

p∈S
K(p) = 0

and S is indeed not compact!

Corollary 5.2. If (Mn, g) is a complete Riemannian manifold with Ricp(v, v) ≥ 1
r2 . Then the first fundamental

group π1(M) is finite.

Proof. Let (M̃, g̃) be the universal cover. Then R̃icp ≥ 1
r2 . By Myer’s Theorem 5.2, M̃ is compact, so for any

p ∈M , π−1(p) is a discrete set in a compact manifold, so that its finite. |π1(M)| = #π−1(p) <∞.

Example 5.1. Introduce a complete Riemannian metric on R2. Prove that

lim
r→∞

(
inf

x2+y2≥r2
K(x, y)

)
≤ 0

where (x, y) ∈ R2 and K(x, y) is the Gaussian curvature of the given metric at (x, y).

Proof. Assume for contradiction that

lim
r→∞

(
inf

x2+y2≥r2
K(x, y)

)
> 0

Then, there exists ϵ > 0 and R > 0 such that

K(x, y) ≥ ϵ for all x2 + y2 ≥ R2

81



Consider the closed subsetM = {(x, y) ∈ R2 | x2+y2 ≥ R2} with the induced metric. Since (R2, g) is complete,
M is also a complete Riemannian manifold. By construction, K ≥ ϵ > 0 on M . Now the Bonnet-Myers
Theorem 5.2 states that a complete connected Riemannian manifold with Ricci curvature bounded below by
some strictly positive constant is compact and has finite diameter. In dimension 2, the Ricci curvature coincides
with the Gaussian curvature. Thus, M must be compact. However, M is homeomorphic to R2 \BR(0), which is
non-compact as it contains unbounded sequences (e.g., (n, 0) for n > R). We reach a contradiction. Therefore,

lim
r→∞

(
inf

x2+y2≥r2
K(x, y)

)
≤ 0

5.4 Synge-Weinstein Theorem

Theorem 5.4 (Weinstein). Let (Mn, g) be a compact oriented Riemannian manifold with positive sectional
curvature. Suppose

f : (M, g) → (M, g)

is an isometry s.t. f preserves(reverses) the orientation if n = dimM is even (odd). Then f has a fixed point,
i.e., there exists p ∈M s.t. f(p) = p.

Proof. Suppose that f has no fixed points. Consider

h :M → R q 7→ d(q, f(q))

continuous function on M . Since M is compact, there exists p ∈M s.t.

h(p) = min
q∈M

h(q)

i.e.,
ℓ := d(p, f(p)) = min

q∈M
d(q, f(q)) > 0

Since M is compact, M is complete, as usual we take the normalizing geodesic between them, i.e., there exists
γ normalized geodesic s.t.

γ(0) = p γ(ℓ) = f(p)

Now consider the two velocity vectors γ′(0) and γ′(ℓ). We need two claims that gives a contradiction.

1. Claim 1. For f as in our assumption
dfp : TpM → Tf(p)M

sends γ′(0) 7→ γ′(ℓ).

Proof. Indeed, let p′ := γ(t′). We look at the distances between p′ and f(p′).

d(p′, f(p′)) ≤ d(p′, f(p)) + d(f(p), f(p′))

= d(p′, f(p)) + d(p, p′) using f is an isometry

≤ ℓ− t′ + t′ = ℓ = d(p, f(p))

But on the other hand, d(p, f(p)) is the minimum. Thus we have

d(p′, f(p′)) = d(p, f(p)) = d(p′, f(p)) + d(f(p), f(p′)) = ℓ(γ|[t′,ℓ]) + ℓ( (f ◦ γ)|[0,t′])

Hence γ and f ◦ γ are normalized geodesics. Thus

γ′(ℓ) = (f ◦ γ)′(0) = dfp(γ
′(0))

2. Claim 2. There exists a parallel vector field V (t) along γ(t) s.t. |V (t)| = 1 and ⟨V (t), γ′(t)⟩ = 0.

Proof. Let P : TpM → Tf(p)M be the parallel transport along γ (P is orientation preserving).

TpM
P→
dfp

Tf(p)M
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P (γ′(0)) = γ′(ℓ) since γ′(t) is parallel to γ(t). Define

A := P−1 ◦ dfp : TpM → TpM

Then A ∈ O(n) and det(A) = (−1)n. In particular −1 if n odd and 1 if n even. Note

A(γ′(0)) = P−1(dfp(γ
′(0)))

= P−1(γ′(ℓ)) use Claim 1

= γ′(0) so γ′(0) is an eigenvector with eigenvalue 1

Let W be the orthogonal complement of Rγ′(0) in TpM , i.e.

TpM = Rγ′(0)⊕W

Consider
B := A|W :W →W ∼= Rn−1 B ∈ O(n− 1) det(B) = (−1)n

Recall that if C ∈ O(m) and 1 is not an eigenvalue, then det(C) = (−1)n. So if C ∈ O(m) s.t. det(C) =
(−1)m+1, then 1 is an eigenvalue. Thus our B has to have 1 as an eigenvalue. Now let v ∈ W be the
associated eigenvector and take |v| = 1

Bv = v

Let V (t) be the parallel transport of v along γ(t). Then since the parallel transport doesn’t change the
norms, and since

⟨v, γ′(0)⟩ = 0 ⟨v, v⟩ = 1

Then
⟨V (t), γ′(t)⟩ = 0 ⟨V (t), V (t)⟩ = 1

Thus

(P−1 ◦ dfp)(V (0)) = (P−1 ◦ dfp)(v) = Av

= v = V (0)

Hence in particular
dfp(V (0)) = P (V (0)) = V (ℓ)

Finally we define
h : (−ε, ε)× [0, ℓ] →M (s, t) 7→ h(s, t) := expγ(t)(sV (t))

In particular each
s 7→ h(s, t)

is a geodesic. Let

α(s) := h(s, 0) = expp(sv)

β(s) := h(s, ℓ) = expf(p)(s dfp(v))

These are themselves geodesics. As

β(0) = f(p) β′(0) = V (ℓ) = dfp(V (0))

In fact we conclude here that
β = f ◦ α

Now we consider a curve for fixed s. For fixed s ∈ (−ε, ε), consider

hs : [0, ℓ] →M

a smooth curve from α(s) to β(s). Now the energy writes

E(s) =

ˆ ℓ

0

|∂h
∂t

(s, t)|2dt
Cauchy Schwarz

≥ 1

ℓ

(
|∂h
∂t

(s, t)|dt
)2

=
1

ℓ
ℓ(hs)

2

≥ 1

ℓ
d(α(s), f ◦ α(s))2 ≥ 1

ℓ
d(p, f(p))2 = ℓ = E(0)

Thus we’ve built this nice vector field.
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Since the original p and f(p) have shortest distance, all variations get longer. Here is where we’ll get our
contradiction. We use positive curvature. We push off the curve along a parallel field, then necessarily
has decreasing energy. For negative curvature, pushing off the geodesic increases energy. Now to make
this rigorous. What have we shown? Back to our setup: we have γ a geodesic, and

⟨V (t), γ′(t)⟩ = 0 ∀ t =⇒ E′(0) = 0

and because
E(s) ≥ E(0) ∀ s

Thus E(0) must be a local minimum, so E′′(0) ≥ 0. But we have the second variation formula (46)

1

2
E′′(0) = −

ˆ ℓ

0

⟨D
2V

dt2
+R(γ′, V )γ′, V ⟩dt+ ⟨D

2h

ds2
(0, ℓ), γ′(ℓ)⟩ − ⟨D

2h

ds2
(0, 0), γ′(0)⟩

+ ⟨DV
dt

(ℓ), V (ℓ)⟩ − ⟨DV
dt

(0), V (0)⟩

= −
ˆ ℓ

0

⟨R(γ′, V )γ′, V ⟩dt+ ⟨D
2h

ds2
(0, ℓ), γ′(ℓ)⟩ − ⟨D

2h

ds2
(0, 0), γ′(0)⟩ DV

dt
≡ 0 since V is parallel

= −
ˆ ℓ

0

⟨R(γ′, V )γ′, V ⟩dt because s 7→ h(s, t) is geodesic

Since γ′, V has length 1, γ′ ⊥ V , we know {V (t), γ′(t)} span the π(s) 2−plane, whose sectional curvature
is strictly negative

1

2
E′′(0) = −

ˆ ℓ

0

⟨R(γ′, V )γ′, V ⟩dt = −
ˆ ℓ

0

k(π(t))dt < 0

Thus we have a contradiction.

Remark 5.3. This assumption in fact excludes the case of the sphere.

A : Sn → Sn p 7→ −p

Then this is the opposite of the orientation requirement on the isometry, i.e., A is orientation preserving if n
is odd and orientation reversing if n is even.

Corollary 5.3 (Synge). (Mn, g) compact with positive sectional curvature

1. if M orientable, n even, then π1(M) = 1

2. if n odd, M is orientable.

Proof. 1. For universal cover, M̃ is complete with K ≥ c > 0, then by Myers 5.2 M̃ is compact. We want to
show M = M̃ . If not,

M̃ →M

choose φ ̸= id, φ : M̃ → M̃ transformation (so φ has no fixed points). By M orientable, φ preserves
orientation. But this contradicts to Weinstein Theorem 5.4.

2. If M is not orientable, there exists orientation double cover

M̃ →M

now ϕ : M̃ → M̃ is orientation reversing without fixed points, so this is contradiction to Weinstein 5.4.

Remark 5.4. RPn = Sn/{antipodal} is orientable iff n is odd.
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5.5 Index Forms

Give (M, g) a compact manifold, p, q ∈M . Pick

γ : [0, a] →M

normalized geodesic and |γ′| = 1. We can look at other curves connecting the two points. Recall

Ωp,q := {c : [0, a] →M | piecewise C∞ c(0) = p, c(a) = q}

Now we look at the energy functional on this space

E : Ωp,q → R c 7→
ˆ a

0

|dc
dt

|2dt

We know that γ is a critical point of E, i.e., for every

V ∈ TγΩp,q = {V piecewise C∞ vector field along γ, V (0) = V (a) = 0}

we have
dEγ(V ) = 0

The Hessian of E at the point γ is

HessEγ(V,W ) = 2Iγ(V,W ) index form, ∀ V, W ∈ TγΩp,q

Definition 5.6 (Index Form). The index form is

Iγ(V,W ) :=

ˆ a

0

⟨DV
dt

,
DW

dt
⟩ −R(γ′, V, γ′,W )dt

In general, suppose W is finite dimensional vector space, and

B :W ×W → R symmetric bilinear

We define

Definition 5.7 (Index of B). Index of B is dim(W−) where W− ⊂ W is a maximal subspace s.t. B|W−
is

negative definite.

1. Null space of B is V0 = {v ∈W | B(v, w) = 0 ∀ w ∈W}. Nullity(B) is dimV0.

2. B is non degenerate if Nullity(B) = 0.

Theorem 5.5. Let V ∈ TγΩp,q.

1. V ∈ Null Space of Iγ iff V is a Jacobi Field.

2. Nullity(Iγ) > 0 ⇐⇒ q = γ(a) is a conjugate point of p = γ(0) along γ and

Nullity(Iγ) = dim{Jacobi Fields V along γ s.t. V (0) = V (a) = 0} <∞

3. Furthermore,

Index(Iγ) = #{conjugate point γ(t), for 0 < t < a} counted with multiplicity

5.5.1 Morse Theory

Some facts: (M, g), p, q generic, are not conjugate.

Theorem 5.6. For (Sn, g) any metric, if p, q are not conjugate, then there exists ∞-many geodesic connecting
them, i.e. the energy functional

E : Ωp,q → R

has ∞-many critical points.

This is done in topology. Idea is to take X compact manifold with complicated topology. A Morse function

f : X → R

must have many critical points.
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Definition 5.8 (Morse Function). A Morse function is s.t. Hessf is not degenerate at critical points, so there’s
no nullities.

If f : X Morse function with ni critical points of index i, then f is obtained from CW decomposition with
nk k-cells. Once we have the space with this decomposition, we have homology of X, Hk(X). Once we have
homology sometimes we can reverse the thing.

Example 5.2. A Morse Function on T2 has at least 1 index 0 critical point, at least 2 index 1 critical points,
and 1 index 3 critical point.

Proof Sketch. Notice
E : Ωp,q → R

is Morse exactly when p, q are not conjugate. And

Hi(Ωp,q,Sn) =
{
Z (n− 1) | i
0 otherwise

Hence E has a critical point of index i for every (n− 1) | i. In particular there’s infinitely many.
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6 Lorentizan Geometry

Definition 6.1 (Lorentizan Manifold). A Lorentizan Manifold (M, g) is a differentiable manifold of dimension
1 + n endowed with a Lorentizan metric. A Lorentizan metric is a differentiable assignment of a symmetric,
non-degenerate, bilinear form gp with signature (−, +, · · · ,+) in TpM for any p ∈M .

Definition 6.2 (SpaceTime). A spacetime is a non-orientiable Lorentizan Manifold of dimension 1 + 3.

Remark 6.1. Not all manifolds admit Lorentizan metric. This has to do with the fact that,M admits Lorentizan
metric iff M admits a non-vanishing vector field (The vector field that gives the direction of time). Hence M is
either non-compact, or compact with χ(M) = 0 Euler Characteristic.

Now gp is not positive definite, and for any p ∈M ,

(TpM, gp) ∼=
isometric

(R1+n,−(dx0)
2 + (dx1)

2 + · · ·+ (dxn)
2) Minkowski Spacetime

Since this is an isometry, there exists a basis fo Tangent Space TpM denotes

e0, e1, · · · , en

s.t. the metric gp at point p equals

gp(eα, eβ) = mαβ mαβ :=


−1 0 · · · 0
0 1 · · · 0
... · · · · · ·

...
0 0 · · · 1


In particular, for every v =

∑
α v

αeα ∈ TpM , we know that

gp(v, v) = −(v0)2 + (v1)2 + · · · (vn)2

Now this imposes a trichotomy on TpM .

Definition 6.3 (Spacelike, Null, Timelike). We say that v ∈ TpM is

1. spacelike if gp(v, v) > 0

2. lightlike/null if gp(v, v) = 0

3. timelike if gp(v, v) < 0

The latter two cases gp(v, v) ≤ 0 are called causal.

Definition 6.4 (Lightcone). The vectors satisfying

(v0)2 = (v1)2 + · · · (vn)2

span a double cone Cp ⊂ TpM . The interior of the cone Cp contains timelike vectors, while the exterior of the
cone Cp contains spacelike vectors. In general a Minkowski metric writes

−c2dt2 + dx2 + dy2 + dz2

and the lightcone has slope ±c. Nothing with mass travels to the exterior of the lightcone. Information/light/gravity
travels as the speed of light, hence on the cone. Anything with mass stays in the interior of the cone.

Definition 6.5 (Time-Orientation; Future Directed). A time-orientation of (M, g) is a continuous choice of a
component of timelike vectors at p ∈M (future directed). A curve

α : I →M

is future-directed if

α′(t) ∈ Tα(t)M is a future-directed timelike vector ∀ t ∈ I

The proper time τ of an observer (timelike curve) is defined to be the parametrization of its timelike curve such
that

gα(t)(α
′(t), α′(t)) = −1 ∀ t ∈ I

This is really the arclength parametrization.
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Remark 6.2. Null curves satisfy
gα(t)(α

′(t), α′(t)) = 0 ∀ t ∈ I

One can still define an affine parametrization s.t.

∇α′(t)α
′(t) = 0

for null-geodesics.

Definition 6.6 (Submanifold). Let N be a submanifold of M . Then N is called

1. Spacelike if g|TxN
is positive-definite so (N, g|TxN

) is a Riemannian manifold.

2. Null if g|TxN
is degenerate, i.e., the first entry is 0. Lightcones are Null Hypersurfaces.

3. Timelike if (N, g|TxN
) is Lorentizan

Remark 6.3. If a submanifold N is Hypersurface, then N is called

1. spacelike if normal vector is timelike

2. null if normal vector is null

3. timelike if normal vector is spacelike

Definition 6.7 (Causual Future). Let S ⊂M , then the Causal future of S

J+(S) := {all points in M that can be connected to S by a future-directed causual curve}

The meaning of J+(S) is the part that S can influence. This is the only part that S can send information to.
Alternatively,

I+(S) := {all points in M that can be connected to S by a future-directed timelike curve}

Definition 6.8 (Cauchy Surface). A spacelike hypersurface Σ is a Cauchy Surface if every inextendible causal
curve intersects it exactly once. A spacetime with a Cauchy surface is called globally hyperbolic.

Remark 6.4. 1. A globally hyperbolic spacetime is always homeomorphic to Σ× R.

2. In a globally hyperbolic spacetime, there exists a global time function t s.t.

{t = constant}

are spacelike hypersurface

3. In a globally hyperbolic spacetime, there exists a timelike geodesic connecting x, y ∈M , y ∈ I+(x).

Definition 6.9 (Cauchy Development). Let Σ be a spacelike hypersurface. Then the Cauchy Development of
Σ is the biggest globally hyperbolic subset of M that admits Σ as a Cauchy Surface.

Example 6.1. Consider the manifold Rt × Rr equipped with the Lorentzian metric

g = −(1 + r2)dt2 +
1

1 + r2
dr2

Then

1. Show the manifold is timelike geodesically complete, i.e., all inextendible timelike geodesics can be defined
on all R.

Proof. We start by finding the geodesics for the manifold (Rt × Rr, g). We compute, denoting 0 as t
coordinate and 1 as r coordinate

g00 = −(1 + r2)

g11 =
1

1 + r2

g00,1 = −2r

g11,1 = − 2r

(1 + r2)2

Γ1
00 =

1

2
g11(−g00,1) = r(1 + r2)

Γ0
01 = Γ0

10 =
1

2
g00g00,1 =

r

1 + r2

Γ1
11 =

1

2
g11g11,1 = − r

1 + r2
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Denote τ as parametrization for the geodesic. The geodesic equation with coordinates (x0, x1) = (t, r)
hence writes

d2x0

dτ2
+ 2Γ0

01

dx0

dτ

dx1

dτ
= 0

d2t

dτ2
+

2r(τ)

1 + r2(τ)

dt

dτ

dr

dt
= 0

d2x1

dτ2
+ Γ1

00(
dx0

dτ
)2 + Γ1

11(
dx1

dτ
)2 = 0

d2r

dτ2
+ r(1 + r2)(

dt

dτ
)2 − r

1 + r2
(
dr

dτ
)2 = 0

From there we observe that there is a conserved quantity:

E = (1 + r2)
dt

dτ
=⇒ dt

dτ
=

E

1 + r2
. (48)

For timelike geodesics, gµν ẋ
µẋν = −1:

−(1 + r2)

(
dt

dτ

)2

+
1

1 + r2

(
dr

dτ

)2

= −1.

Substituting dt
dτ from (48): (

dr

dτ

)2

= E2 − 1− r2. (49)

This is a harmonic oscillator equation. For E2 ≥ 1, the solution is:

r(τ) =
√
E2 − 1 cos(τ + ϕ), where ϕ is a phase constant. (50)

When E2 = 1, r(τ) = 0 (static geodesic). Substitute (50) into (48):

dt

dτ
=

E

1 + (E2 − 1) cos2(τ + ϕ)
.

Integrating gives:

t(τ) =
E√

E2 − 1
arctan

(√
E2 − 1 tan(τ + ϕ)

)
+ t0. (51)

As τ → ±∞, t(τ) grows unboundedly. For E2 = 1, t(τ) = τ + t0. The solutions (50) and (51) are smooth
and defined for all τ ∈ R. The affine parameter τ covers R, and no geodesic encounters a singularity or
boundary in finite τ . Thus, all timelike geodesics are complete.

2. Consider the time orientation s.t. ∂t is future-directed. Is the above metric globally hyperbolic?

Proof. (a) The metric g is static, and ∂t is a timelike Killing vector field. The hypersurfaces Σc = {t = c}
are spacelike everywhere since their normal vector ∂t is timelike. The spacetime is strongly causal
because the absence of closed causal curves is guaranteed by the staticity and the Rt factor.

(b) The surfaces Σc = {t = c} are natural candidates. To verify if they are Cauchy, we check if all
inextendible causal curves intersect Σc exactly once. Null geodesics satisfy gµν ẋ

µẋν = 0. From
earlier results:

ṙ = ±E, ṫ =
E

1 + r2
,

with solutions:

r(λ) = ±Eλ+ r0, t(λ) =
1

E
arctan(Eλ+ r0) + C.

As λ→ ±∞, t(λ) → ± π
2E +C. Thus, null geodesics asymptote to finite t-values and do not cross all

Σc hypersurfaces. For example, a null geodesic with t(λ) → π
2E + C as λ → ∞ never intersects Σc

for c > π
2E + C.

(c) Since inextendible null geodesics do not intersect all Σc hypersurfaces, no Σc is a Cauchy surface.
Hence, the spacetime is not globally hyperbolic.
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6.1 Null Hypersurface

Definition 6.10 (Null Hypersurface). A hypersurface H of M is null if for every x ∈ M , the normal vector
L ∈ TxM to TxH is null, i.e.

gx(L,L) = 0 gx(L,X) = 0 ∀ X ∈ TxH

Remark 6.5 (Both Normal and Tangent). Since dimTxH = n, and

⟨L⟩⊥ = TxH

and since L is null, we only have one extra direction that is allowed. Necessarily L ∈ TxH. Thus L is both
normal and tangent to H itself at x ∈M .

Remark 6.6. The integral curves of the null line bundle ⟨Lx⟩ for any x ∈ H are null geodesics (null generators).

g(∇LL,X) = DL(g(L,X))− g(L,∇LX) ∀ X ∈ TH
= 0− g(L,∇XL)− g(L, [L,X])

= −g(L,∇XL)

= −1

2
DX(g(L,L))

= 0 ∀ X ∈ TH

Thus ∇LL is normal to H, hence spanned by L

∇LL = fL

we can always rescale L̃ = kL s.t.
∇L̃L̃ = 0

i.e.

0 = ∇kLkL = k∇L(kL) = k(k∇LL+ L(k)L)

0 = L(k) + kf

Solving for the ODE yields the result.

Example 6.2. 1. Lightcone

2. {u = constant} for any u s.t. g(∇u,∇u) = 0.

6.2 Einstein Equations

Definition 6.11. A spacetime in GR is a triple

(N4, gµν , Tµν)

where N4 is a 4−dim manifold, gµν is a Lorentizan metric, Tµν is a (0, 2)−spacetime tensor, called the energy-
momentum tensor, s.t. they satisfy the Einstein Equation (52).

Where does Einstein Equation come from? Consider the Action

S(gµν) =

ˆ
N

(LG + 8πLM )

where LG is Einstein Lagrangian and LM is the matter Lagrangian.

LG := R
√
− det(g) R denotes the scalar curvature

We compute the variation

δLG

δgµν
=
√

−det(g)G
µν

G
µν

:= R
µν − 1

2
gµνR the Einstein Tensor

The variation of the Matter Lagrangian is

δLM

δgµν
= Tµν

√
−det(g)

90



Thus to find a critical point for the Action S, we obtain the Einstein’s Equation (1915)

G
µν

= 8πTµν

Rµν − 1

2
gµνR = 8πTµν (52)

LHS is curvature of the spacetime while RHS is the matter. We wish to understand what kind of equation this
is.

Remark 6.7 (Bianchi Identity).
∇µG

µν = 0

According to Einstein this implies
∇µT

µν = 0

So we expect some sort of conservation law.

Lemma 6.1. Show that the second Bianchi Identity for the Riemann Tensor implies that the Einstein Tensor

Gµν := Rµν − 1

2
gµνR

is divergence-free, i.e.
∇µGµν = 0

Proof. Denote ∇ as the Levi-Civita Connection. Bianchi’s Second Identity gives

∇αR
γ
βµν +∇µR

γ
βνα +∇νR

γ
βαµ = 0

Contracting once gives

0 = ∇αR
α
βµν +∇µR

α
βνα +∇νR

α
βαµ

= ∇αR
α
βµν −∇µRβν +∇νRβµ

Contracting again gives

0 = ∇αRαβµ
β −∇µR

β
β +∇βRβµ

= ∇αRαµ −∇µR+∇βRβµ

= 2(∇αRαµ − 1

2
∇µR) relabelling

Thus

∇µ(Rµν − 1

2
gµνR) = 0

Remark 6.8. 1. (52) is a Tensorial equation, of physical meaning and should not depend on coordinates.
This has infinite degree of freedom (gauge). We also choose a gauge to start with studying the equation.

2. g =


1
5 2
6 8 3
7 9 10 4

 we have 10 unknowns, 6 equations, and 4 gauge {xµ}.

Example 6.3. Take T ≡ 0. We get

Rµν − 1

2
gµνR = 0

R− 1

4
4R = 0 take trace

Ricµν = 0 (53)

Einstein Vacuum Equation.
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Example 6.4. Let

T = 2F ⊗ F − 1

2
g|F |2

where F is a 2-form that satisfies Maxwell Equations

dF = 0 divF = 0

Then this is Einstein Maxwell Equation.

Definition 6.12. We say T satisfies local energy condition if

T (v, v) ≥ 0 ∀ v timelike

It is only understood in 1952 (Choquet-Bruhat) that this is a Cauchy Problem, i.e., GR is a well-posed theory.
With appropriate initial data, there exists unique solution.

6.3 Cauchy Problem

Initial data set(
M3 3-dim manifold, gij Riemannian metric, hij symmetric 2-tensor, µ local energy density, J i local momentum density

)
(54)

Motivation: consider N4 = R×M with coordinates (t, xµ). How would one construct g?

g := −dt2 + g′′(t)dxidxj

We use convention

1 ≤ i, j ≤ 3

0 ≤ α, β ≤ 3

so

gij = gij(0) Riemannian metric

hij =
1

2

d

dt

∣∣∣∣
t=0

gij(t) symmetric 2-tensor, 2nd fundamental form w.r.t.
∂

∂t

µ = 8πT (
∂

∂t
,
∂

∂t
)

J i = 8πT (
∂

∂t
,
∂

∂xj
)gij

More generally we want N4 with a time function

⟨dt, dt⟩ < 0

and we normalize to take
⟨e0, e0⟩ = −1

Then

R00 +
1

2
R = 8πµ

R0i = 8πJi

This is the Einstein Equation under the setup. But this is not everything for the initial data. Since M is
submanifold of N , they need to be compatible s.t. they satisfy Gauss-Codazzi. Recall Gauss Equation (22)

R(X,Y, Z, T ) = R(X,Y, Z, T )− ⟨B(Y, T ), B(X,Z)⟩+ ⟨B(X,T ), B(Y,Z)⟩
Rijkℓ = Rijkℓ + hjℓhik − hiℓhjk

R = R0µ0νg
µνg00 +Rα0β0g

αβg00 +Rijkℓg
ikgjℓ

= −2R00 + (Rijkℓ + hjℓhik − hiℓhjk)g
ikgjℓ

= −2R00 +R+ (Tr(h))2 − |h|2

8πµ = R00 +
1

2
R =

1

2
(R+ (Tr(h))2 − |h|2)
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Recall Codazzi (23)

R(X,Y, Z, η) = (∇YB)(X,Z, η)− (∇XB)(Y, Z, η) η := e0

Rijk0 = −hik;j + hjk;i

8πJj = R0j = Rijk0g
ik = (−hik;j + hjk;i)g

ik

= −(Tr(h));j + hjk;ig
ik

Thus we have constraint equations

8πµ =
1

2
(R+ (Tr(h))2 − |h|2) (55)

8πJj = −(Tr(h));j + hjk;ig
ik (56)

Theorem 6.1 (Choquet-Bruhat 1952). Given an initial data set (54), there exists a unique spacetime (N4, g)
solution to the Einstein Vacuum Equation (53) s.t.

i :M3 ↪→ N4

is an isometric immersion with
i∗g = g

and h its 2nd fundamental form.

Sketch of Proof. We need to fully use our Gauge freedom. We choose harmonic gauge (harmonic coordinates)
s.t.

Hµ = □gx
µ = ∇α∇αxµ

This quantity explicitly, is

0 = Hµ =
∑
α,β

1√
−det(g)

∂α

(√
−det(g)gαβ∂βx

µ
)

=
∑
α,β

1√
− det(g)

∂α

(√
−det(g)gαµ

)

=
∑
α

(
∂αg

αµ +
1

2
gαµ

∑
ρ,σ

gρσ∂αgρσ

)
On the other hand

Rµν = −1

2

∑
α,β

gαβ
(
−2∂β∂(νgµ)α + ∂α∂βgµν + ∂µ∂νgαβ

)
+ Fµν(g, ∂g)

Then we have reduced Einstein Equation

RH
µν = Rµν +

∑
α

gα(µ∂ν)H
α

= −1

2

∑
αβ

gαβ∂α∂βgµν + F (g, ∂g)

This is a quasilinear wave equation.

Gµν = RH
µν − 1

2
RHgµν −

∑
α

(gα(µ∂ν)H
α − 1

2
gµν∂αH

α)
want
= 0

Thus setting

Gµν = 0

RH
µν = 0

We have

0 =
∑
ρ,µ,α

−1

2
gανg

ρµ∂ρ∂µH
α + l.o.t.

So H satisfies a wave equation. If
Hµ = ∂tH

µ = 0

initially then H ≡ 0 everywhere. Indeed if H = 0 initially, then

d

dt

∣∣∣∣
t=0

H = 0 consequence of Codazzi =⇒ Gµν(∂t)
µ = 0

so H ≡ 0 then RH = 0 satisfies Ric = 0.
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6.4 Positive Mass Theorem

Definition 6.13 (Asymptotically Flat). Any initial data set (M3, gij , hij , µ, J) is asymptotically flat if

1. M is orientable and (M, g) is complete, and for some compact set K and some Ball B

M \K ∼= R3 \B

This fixes the topology.

2. On M \K ∼= R3 \B
g = gijdx

idxj

defines (x1, x2, x3) the coordinates on R3. Let

r =
√
x21 + x22 + x23

then on the metric

gij = δij + aij , aij = O(
1

r
),

∂

∂xk
aij = O(

1

r2
)

On the fundamental form

hij = O(
1

r2
)

What is not asymptotically flat? The big bang where it is expanding. But even in the universe if it expand,
if we study how two blackholes merge, then it is asymptotically flat because how the universe expands doesn’t
matter as it is negligible. This is isolated system.

Definition 6.14. If we have asymptotically flat initial data set, we define

1. mass/energy

E :=
1

16π
lim
r→∞

ˆ
Sr

∑
i,j

(∂igij − ∂jgii)N
jdA

2. linear momentum

Pi :=
1

8π
lim
r→∞

ˆ
Sr

∑
j

(hij − (Tr(h))gij)N
jdA

where
Sr := {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 = r2}

and

N j :=
xj

r
exterior unit normal

and dA is the area element of gij.

One can show this is well-defined and doesn’t depend on the coordinates nor the foliation. Mass is hard to
define locally, but if one go faraway this definition works.

Example 6.5. If M = R3, then

Pi =
1

8π
lim
r→∞

ˆ
Sr

⟨X, ν⟩dσ Xj := hij − (Tr(h))gij fixing i

We could apply the divergence theorem and write

Pi =
1

8π
lim
r→∞

ˆ
Br

div(X)dV

=
1

8π
lim
r→∞

ˆ
Br

T0idV by constraint equations

Some history

1. Schoen-Yau 1979-1981

2. Witten 1982
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Theorem 6.2 (Positive Mass Theorem). Let (M3, g, h, µ, J) be asymptotically flat initial data set satisfying the
constraint equations (55), (56) and the dominant energy condition. Then for any asymptotically flat ends

Eℓ − |Pℓ| ≥ 0

Moreover, if there is equality
Eℓ = |Pℓ|

for some ℓ, then M has only one end, is diffeomorphic to R3, and

(M3, gij , hij)
isometrically

↪→ (R1+3, (−dx0)2 +
n∑

i=1

(dxi)2)

The gravitational energy of an isolated system is nonnegative, and = 0 iff there does not exist gravitating object
(Minkowski).

6.5 Null Structure Equations

Let S be 2-dim spacelike hypersurface of a 4-dim Lorentizan manifold.

1. A spacetime can be foliated by null hypersurfaces, either outgoing (outgoing C null cone) or ingo-
ing/incoming (ingoing C null cone).

2. We can choose a null frame

{e1, e2, e3, e4} {e1, e2} tangent to S, {e3, e4} null

s.t. e3 is in the direction of ingoing null cone, e4 is in the direction of outgoing null cone and

g(e3, e3) = g(e4, e4) = 0, g(e3, e4) = −2, g(e3, ea) = g(e4, ea) = 0, g(ea, eb) = δab a, b ∈ {1, 2}

3. In general we want to define the Christoffel symbols

∇eµeν =
∑
λ

Γλ
µνeλ

and we’re interested in those with at least one e3 or e4. They are completely determined by the following
coefficients (all the quantities are tensors on the sphere, but we only care about e3 and e4). For any
a, b ∈ {1, 2}

χab = g(∇eae4, eb)

χab = g(∇eae3, eb)

ηa = g(∇e3e4, ea)

ηa = g(∇e4e3, ea)

ω = −g(∇e4e4, e3)

ω = −g(∇e3e3, e4)

ξa = g(∇eae4, e3)

ξ
a
= g(∇eae3, e4) = −ξa

Theses are tensors on the surface S.

Remark 6.9. (a) χ, χ are the projection of the 2nd fundamental forms of the embedding of S w.r.t.
e4/e3. In fact

H(X,Y ) =
1

2
χ(X,Y )e3 +

1

2
χ(X,Y )e4

= ∇XY −��∇XY

(b) Observe that this is the same computation we did to show that the second fundamental form is
symmetric.

χ(X,Y )− χ(Y,X) = g(DXe4, Y )− g(DY e4, X) = g((e4, [X,Y ])

So χ symmetric iff [X,Y ] ⊥ e4 iff [X,Y ] ∈ Span⟨e3, e4⟩⊥ iff ⟨e3, e4⟩⊥ is integrable (in Frobenius
sense). In the case of Kerr χ is not symmetric.
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(c) We can decompose into shear and expansion

χab = χ̂ab +
1

2
Tr(χ)gab

χ
ab

= χ̂
ab

+
1

2
Tr(χ)gab

Example 6.6. For standard spheres of radius r in Minkowski spacetime

χ̂ = χ̂ = 0

Tr(χ) =
2

r

Tr(χ) = −2

r

4. Now we decompose the curvature. For a, b ∈ {1, 2}

αab = R(ea, e4, eb, e4)

αab = R(ea, e3, eb, e3)

βa = R(ea, e4, e3, e4)

β
a
= R(ea, e3, e3, e4)

ρ = R(e3, e4, e3, e4)

σ = �ϵ
abRab34 = (∗R)3434 where (∗R)αβγδ := ϵµναβR

µν
γδ

where ϵ is the spacetime volume form w.r.t. g and �ϵ is volume form on the spheres S w.r.t. induced metric

�g. Observe that Ric(g) = 0 implies
Tr(α) = Tr(α) = 0

5. The null structure equation are propagation equations for Christoffel symbols (comes from definition of
curvature)

∇4Γ = R+ Γ · Γ +��∇Γ

∇3Γ = R+ Γ · Γ +��∇Γ

Example 6.7. One has Raychaduri Equations, Codazzi Equations, and the Gauss curvature of S

∇4Tr(χ) = −1

2
(Trχ)2 + ωTr(χ)− |χ̂|2 Raychaduri Equations

∇3Tr(χ) = −1

2
(Tr(χ))2 + ωTr(χ)− |χ̂|2

∇4χ̂ = ωχ̂− Tr(χ)χ̂− α Codazzi Equations

∇3χ̂ = ωχ̂− Tr(χ)χ̂− α

divχ− dTr(χ) + χ · ξ − (Tr(χ)) · ξ = −β
K = χ̂ · χ̂− Tr(χ)Tr(χ)− ρ Gauss curvature of S

6.6 Trapped Surfaces

This is a gateway to blackhole.

Definition 6.15. A closed spacelike surface S is called trapped if the expansions are negative

Tr(χ) < 0 Tr(χ) < 0 ∀ p ∈ S

Remark 6.10. This condition implies that the area of the surface decreases when deformed along the two null
directions. As time passes, the sphere is forced to shrink. Let τ be affine parameter along e4. Then

d

dτ
g(ea, eb) = g(∇e4ea, eb) + g(ea,∇e4eb) = g(∇eae4, eb) + g(ea,∇ebe4)

= 2χab

d

dτ

√
det(g) =

1

2

√
−det(g)gab

d

dτ
gab = Tr(χ)

√
−det(g)
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Theorem 6.3 (Penrose Incompleteness Theorem). Let (M, g) be a 3 + 1-dim globally hyperbolic Lorentizan
manifold with a non-compact Cauchy surface whose Ricci curvature satisfies Ric(v, v) ≥ 0 for any null vector v
(dominant energy condition). If (M, g) has a closed trapped surface, then (M, g) is future geodesically incomplete.

Sketch of Proof. 1. Jacobi Fields. Consider our surface S with the outgoing null cone generated by S, denote
as C. A Jacobi field X on C is called a normal Jacobi field if

Le4X = 0

The Jacobi field measures the displacement of the geodesics.

2. Focal Points. Given p ∈ S on the surface and

q = γp(τ∗)

for γp the geodesic along C starting at p. q is a focal point to p if there exists a non-trivial normal Jacobi
Field along C s.t. J(τ∗) = 0.

3. To show existence of focal points, Raychaduri Equations are used. For geodesic L = e4 and L = e3
(DLL = DLL = 0 implies ω = ω = 0)

L(Trχ) = −1

2
(Tr(χ))2 − |χ̂|2 − Ric(L,L) ≤ 0

L(Tr(χ)) = −1

2
(Tr(χ))2 − |χ̂|2 − Ric(L,L) ≤ 0

Due to assumptions on Ric(v, v) ≤ 0. Hence Tr(χ) and Tr(χ) will remain negative if they are negative
initially.

4. Existence of Focal points with a trapped surface. If Tr(χ) < 0 at a point p ∈ S, then p has a focal point.
We know by Raychaduri

Tr(χ)(0) = −κ < 0

L(Tr(χ)) ≤ 0

Thus Tr(χ(τ)) < 0 for any τ . We solve

L(Tr(χ)) ≤ −1

2
(Tr(χ))2

1

(Tr(χ))2
L(Tr(χ)) ≤ −1

2

L(− 1

Tr(χ)
) ≤ −1

2

− 1

Tr(χ)
≤ − 1

−κ
− 1

2
τ =

1

κ
− τ

2

−Tr(χ)(τ) ≥ 1
1
κ − τ

2

Tr(χ)(τ) ≤ 1
τ
2 − 1

κ

Hence there exists some τκ = 2
κ s.t. Tr(χ)(τ)

τ→τκ→ −∞. Hence one can construct

J4 =MA
B (e4)

B =⇒ det(M(τ∗)) = 0

5. Now we sketch the proof. Suppose (M, g) is geodesically complete. Take our trapped surface, take p ∈ S
and so Tr(χ) < 0. Then γp is defined for all times. But also there exists a focal point between 2

κ . Then
the boundary of the future of S is contained in the null-cone generated by the null-cone of this γ

∂J+(S) ⊆
⋃
γp([0,

2

κ
]) ∪ γp([0,

2

κ
]) γp is tangent to C

Thus p ∈ ∂J+(S) iff p lies on a null geodesic starting orthogonally from S and not containing focal points.
But RHS is compact due t focal points. Thus ∂J+(S) is compact. But we have a non-compact C Cauchy
surface. For each q ∈ ∂J+(S), the integral curve of T timelike vector through q intersects the Cauchy
surface Σ exactly once via φ homeomorphism. Now φ(∂J+(S)) is open and closed in Σ and so

φ(∂J+(S)) = Σ

but Σ is non-compact and we reach a contradiction.
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6.7 Blackholes

Definition 6.16 (Null-Infinity). The future null-infinity I+ consists of all ideal limit points of null geodesics,
which reach arbitrarily large spatial distances.

Remark 6.11. Any asymptotically flat spacetime admits a null infinity.

Remark 6.12. A perturbation of Minkowski has complete I+ (Christodoulou–Klainerman)

Definition 6.17 (Blackhole). A Blackhole B is a region of spacetime that cannot send signals to I+, i.e.,

B =M \ J−(I+)

The boundary of blackhole ∂B is called the event horizon.

The presence of a trapped surface implies the existence of a blackhole.

Proposition 6.1. If S is trapped, then S cannot lie on J−(I+).

Proof. Suppose S ⊂ J−(I+), then there exists p ∈ I+ s.t. p ∈ ∂J+(S). But then p lies on a null generator of
S, and γ must be complete. But S is trapped, so all null generators of ∂J+(S) has affine length.

6.7.1 Schwarzschild: Spherical Symmetry

By imposing spherical symmetry, we reduce to 2 degree of freedom. SO(3) acts isometrically. Orbits of this
group are

r2(dθ2 + sin2(θ)dφ2)

For M > 0 constant
M = Rt × (2M,∞)r + S2

then the Schwarzschild solutions write

gM = −(1− 2M

r
)dt2 +

1

1− 2M
r

dr2 + r2(dθ2 + sin2(θ)dφ2)

1. This is indeed a solution to Ric = 0 Einstein Vacuum Equation, as 1-parameter family. This is spacetime
of an isolated body of mass M ! This is general relativity version of Newtonian theory. This spacetime
does not have matter! The effective mass M comes out of the gravity.

2. ∂
∂t is a Killing vector field for gM , i.e.

(L ∂
∂t
g)µν = ∂tgµν = 0

When this happens, we say the metric is stationary, so the metric does not depend on time.

3. as r → ∞, the metric goes to

−dt2 + dr2 + r2(dθ2 + sin2(θ)dφ2) = Minkowski

Hence Schwarzschild solution is Asymptotically flat.

Theorem 6.4 (Birkhoff). The Schwarzchild metric is the only spherically symmetric solution to Ric(g) = 0.

Notice r = 2M is not a singularity.

Example 6.8. Consider the metric
g = −t2dt2 + dx2

on M = (0,∞)t × Rx. This metric looks singular at t = 0. But take

t̃ :=
1

2
t2 t > 0

Then
g̃ = −dt̃2 + dx2

this is Minkowski. Hence t = 0 is just a coordinate singularity (since we change coordinates we can just extend
past t = 0).
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We introduce ingoing Eddington-Finkelstein coordinates

r∗ := r + 2M log(r − 2M)

v = t+ r∗

Thus

g̃ = −(1− 2M

r
)dv2 + 2dvdr + r2(dθ2 + sin2(θ)dφ2)

Thus for r = 2M this is regular 
0 1 0 0
1 0 0 0
0 0 r2 0
0 0 0 r2 sin2(θ)


Now

M̃ = Rv × (0,∞)r × S2

One can easily verify that {r = 2M} is a null hypersurface. In fact {r = c} is timelike if r > 2M and spacelike
if r < 2M . {r = 0} is a singularity (crashing singularity)

RµναβR
µναβ =

CM

r6
→ ∞ r → 0

At r = 0, any future directed causal geodesic starting at r < 2M will reach r = 0 in finite proper time. We
cannot extend g̃ past r = 0 as a C2 metric. In fact it cannot be extended as a C0 metric (Sbierski 2018). But
one can possibly do Kruskal extension. What is a null geodesic flow? For example take timelike hypersurface
{r = 3M} (photon sphere). There are null geodesics ‘trapped’ here.

6.7.2 Geodesic Flow in Schwarzschild

Let
r(τ) := (t(τ), r(τ), θ(τ), φ(τ))

be a geodesic. Since sphercial symmetry, we can assume that γ lies on θ = π
2 . We have the following constants

of motion

1. g(γ′, γ′) = κ =

{
0 null
−1 timelike

2. g(γ′, ∂
∂t ) = E Energy/Mass. This is constant since

∇γ′(g(γ′,
∂

∂t
)) = 0 ∇(M (

∂

∂t
)ν) = 0

3. g(γ′, ∂
∂t ) = L angular motion.

These are actually enough constants of motion so that the Hamilton-Jacobi equation is completely integrable.
In particular, for r = r(τ)

d2r

dτ2
+ V (r) = E2

V (r) :=
1

2
κ− κ

M

r
+
L2

2r2
− ML2

r3

By studying this ODE we get lots of information about the geodesic.

1. For example for timelike geodesic (κ = −1) there exists stable circular orbits for r > 6M and unstable
circular orbits for 3M < r < 6M .

2. For null geodesics κ = 0

V (r) =
L2

2r3
(r − 2M)

V has a maximum at r = 3M so there exists unstable circular orbits at r = 3M .
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6.7.3 Kerr Black Hole

The Kerr Black Hole (1963) is a 2-parameter family M ∈ R, a ∈ R for |a| ≤M . Define

∆ := r2 − 2Mr + a2

ρ2 := r2 + a2 cos2(θ)

rt :=M +
√
M2 − a2

And our manifold is
M = Rt × (rt,∞)r × S2

Our metric is
gM,a := gttdt

2 + gtφdtdφ+ grrdr
2 + gθθdθ

2 + gφφdφ
2

with

gtt = −(1− 2Mr

ρ2
)

grr =
ρ2

∆

gθθ = ρ2

gtφ = −2Mr

φ2
a sin2(θ)

gφφ = (r2 + a2 +
2Mra2

φ2
sin2(θ)) sin2(θ)

This is still stationary. Axis-symmetric, but not spherical-symmetric. a stands for angular momentum.

1. This is solution to
Ric(gµν) = 0

2. a = 0 reduces to Schwarzschild. For |a| ≤M , ∆ has roots so there exists black hole. For |a| =M , ∆ has
double root ∆ = (r −M)2, this is extremal black hole.

3. Asymptotically flat.

4. Symmetries. ∂t, ∂φ the killing tensor Kµν satisfies ∇(µKνα) = 0. For any γ geodesic

Kµνγ
′µγ′ν = constant

hence geodesic flow is integrable

5. superradiance. ∂t is timelike for r ≫ 1.
g(∂t, ∂t) > 0

close to H+

M +
√
M2 − a2 < r < M +

√
M2 − a2 cos2(θ)

Note Penrose process.

6. Trapped Null geodesics. In a full interval [r1, r2] roots of

r(r − 3M)2 − 4a2M

but still unstable.

There is conjecture: Kerr is the only asymptotically flat stationary solution of Einstein Vacuum equation (no
hair theorem).

6.8 Wave Equation

We consider Wave Equation on Minkowski Spacetime (R1,3,m).

□mϕ = −∂2t ϕ+ ∂2xϕ+ ∂2yϕ+ ∂2zϕ

We want to formulate the Wave Equation as Cauchy Problem. The natural prescribed conditions are

ϕ(t = 0, x) = f(x)

∂tϕ(t = 0, x) = g(x)
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We have formula. There exists unique smooth solution ϕ : R1,3 → R s.t.

ϕ(t, x) =
1

4πt2

ˆ
|y−x|=t

(tg(y) + f(y) +
∑
i

(∂yi
f)(yi − xi))dS(y)

Some remarks

1. We almost don’t expect this to hold true in the curved spacetime. This is special to Minkowski. (Not
robust enough)

2. Our data can only propagate in a finite speed.

3. Sharp Huygen’s Principle in 3 + 1 dimension.

What are robust things? The energy estimate. We first discuss energy estimate for wave in Minkowski. We
start with the equation and try to use the idea of Noether : Symmetry gives conservation. The ∂tϕ is very
important!

0 = −□ϕ∂tϕ

= (∂2t ϕ−∆ϕ)∂tϕ

=
1

2
∂t(|∂tϕ|2)− divx(∂tϕ∇xϕ) +∇x∂tϕ · ∇xϕ

=
1

2
∂t(|∂tϕ|2)− divx(∂tϕ∇xϕ) + ∂t∇xϕ · ∇xϕ using (R1,3,m) is flat (if not this commutation gives lower order terms)

=
1

2
∂t(|∂tϕ|2 + |∇ϕ|2)− divx(∂tϕ∇xϕ)

Then we want to integrate this in the region [0, T ]× R3, assuming ϕ decays fast enough as |x| → ∞. We get

ˆ
{t=T}

(|∂tϕ|2 + |∇ϕ|2)d3x =

ˆ
{t=0}

(|∂tϕ|2 + |∇ϕ|2)d3x

= ∥g∥2L2(R3) + ∥f∥2Ḣ1(R3)

Now we discuss Wave Equation on a general spacetime (M, g).

□gψ = gµν∇µ∂νψ = 0

Energy-Momentum Tensor method. What is the Energy-Momentum tensor? This is a symmetric 2-tensor
defined associated to ψ

Tµν [ψ] = ∂µψ∂νψ − 1

2
gµνg

αβ∂αψ∂βψ here L[ψ] ≡ gαβ∂αψ∂βψ

T = dψ ⊗ dψ − 1

2
g−1(dψ, dψ)g

Proposition 6.2 (Local Conservation Law).

∇µTµν [ψ] = (□gψ)∂νψ

In particular if □gψ = 0, then
∇µTµν = 0

Proof.

∇µTµν = ∇µ∂µψ∂νψ + ∂µψ∇µ∂νψ − 1

2
gµν(∇µ∂αψ∂

αψ + ∂αψ∇µ∂αψ)

= □gψ∂νψ + ∂µψ∇µ∂νψ −∇ν∂αψ∂
αψ

= □gψ∂νψ

Corollary 6.1. If X is a spacetime vector field (thinking of X as multiplier) on (M, g), then TµνX
µ has

divergence ∇µ(TµνX
ν).
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Proof. Note (LXg)
µν = ∇µXν +∇νXµ and define deformation tensor (X)Πµν

∇µ(TµνX
ν) = ∇µTµνX

ν + Tµν∇µXν

= □ψ∂νψX
ν + Tµν

1

2
(∇µXν +∇νXµ)

∇µ(TµνX
ν) = □gψX(ψ) + Tµν

(X)Πµν

The heuristic is L[gµν , ψ, ∂ψ] is given.

S[g, ψ] :=

ˆ
M

Ldµg

Say g is given, local diffeomorphism is like a local symmetry. Then this gives us local conservation.

Tµν =
∂L
∂gµν

− 1

2
gµνL

is divergence-free if ψ solves the Euler-Lagrange Equations. Note

L[g, ψ] := gµν∂µψ∂νψ

Proposition 6.3. For X, Y future casual vectors, then T (X,Y ) ≥ 0. For X, Y timelike vectors, we have
concrete lower bound

T (X,Y ) ≥ c

3+1∑
µ=1

|∂µψ|2

for c > 0.

For Minkowski, apply divergence theorem to Tµν [ψ](∂t)
ν between boundaries {t = 0} and {t = T} which we

take to be spacelike (n = ∂t).
∂tΠ = 0 if □gψ = 0, then

0 <

ˆ
{t=T}

T (∂t, n) =

ˆ
{t=0}

T (∂t, n)

This is true because ∂t and n are timelike, hence {t = T} is spacelike.

Proof of 6.3. Take null vectors L, L and normalized s.t. g(L,L) = −2 then

T (L,L) = |Lψ|2

T (L,L) = |Lψ|2

T (L,L) = |e1ψ|2 + |e2ψ|2

We discuss Divergence Theorem on Lorentzian manifold. Recall Stoke’s Theorem. Let M be an oriented
n-manifold with boundary ∂M and let ω be a smooth (n − 1)-form on M with compact support. Then the
Stoke’s Theorem says

ˆ
M

dω =

ˆ
∂M

ω

This is idea of Poincaré Duality. If suffices to give a metric structure. In our case we want to give the manifold
a Lorentzian structure. Then the volume form of (M, g) is

ϵ :=
√
− det(g)dx0 ∧ dx1 ∧ · · · ∧ dxn

The interior derivative is the following: for a k-form ω and a vector field X, we define (k − 1)-form iXω as
contraction

iXω(v1, · · · , vk−1) = ω(X, v1, · · · , vl)

Lemma 6.2 (Cartan’s).
d(iXϵ) = (divX)ϵ
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Now we plug into Stoke’s Theorem with the setting that ∂M (n dim) being timelike or spacelike (we exclude
null pieces). If e1, · · · , en is an ONB of Tp(∂M), and N, e1, e2, · · · , en is an O.N.B. of TpM (n+ 1 dim). Then
for ω = iXϵ, we have ˆ

M

d(iXϵ) =

ˆ
∂M

iXϵ

On the other hand by Cartan’s ˆ
M

div(X)ϵ =

ˆ
M

d(iXϵ) =

ˆ
∂M

iXϵ

The point is to make sense of what the RHS is. Let’s try to compute

iXϵ(e1, e2, · · · , en) = ϵ(X, e1, · · · , en)

= ϵ

(
g(X,N)N

g(N,N)
+
∑
i

g(X, ei)ei, e1, · · · , en

)

=
g(X,N)

g(N,N)
ϵ(N, e1, · · · , en) using volume form is tensor

=
g(X,N)

g(N,N)
ϵ∂M this is how we define the volume form on the boundary

Plugging this in and we see the followingˆ
M

div(X)ϵ =

ˆ
M

d(iXϵ) =

ˆ
∂M

iXϵ =

ˆ
∂M

g(X,N)

g(N,N)
ϵ∂M

We take our X := T (∂t, ·)#. We really take the normal to be inward −N = −∂t. Now integratingˆ
M

div(X) =

ˆ
{t=T}

T (∂t,−N) +

ˆ
{t=0}

T (∂t, N)

Thus we get ˆ
{t=T}

T (∂t,M) +

ˆ
M

div(T (∂t, ·)) =
ˆ
{t=0}

T (∂t, N)

If in practice we can show
´
M

div(T (∂t, ·)) > 0 then we can bound our energy.
In general, for future timelike X ˆ

Σt

T ·X · n ∼
ˆ
Σt

∑
α

(∂αψ)
2 = E(t)

Thus

E(t) +

ˆ
R

□ψX(ψ) + Tµν
(X)Πµν = E(0)

We want to choose X and ψ solving the equation so that the middle term has a sign.
On Schwarzschild, thinking of event horizon as {r = 2M}, X = ∂t we verify

T (∂t, nΣt
) ∼ (∂tψ)

2 + (1− 2M

r
)(∂rψ)

2 + |��∇ψ|2

We still have a symmetry
∂tΠµν = 0

1. For □gψ = 0 we have Energy Estimate
E(t) ≤ E(0)

This middle term can be resolved by Red shift Method (Dafermos-Rodnianski).

2. We also have Morawetz Estimate. Want to choose X s.t.

Tµν
(X)Πµν ≥ 0

On Schwarzschild near photon sphere, we haveˆ
R

(∂rψ)
2 + ψ2 + (r − 3M)2((∂tψ)

2 + |��∇ψ|2) ≲ E(0)

This is the trapping phenomenon. This we cannot resolve because it is some physics. Alternatively one
can go to higher derivatives.

In Kerr, however, ∂t is not timelike everywhere outside Black hole. This is the Ergo Region.
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A Final

Problem 1

Consider

Sn := {(x1, · · · , xn+1) |
n+1∑
i=1

x2i = 1}

equipped with the Riemannian metric gcan induced from the Euclidean metric on Rn+1. Define

f : Sn → R f(x1, · · · , xn+1) := xn+1

Then for t ∈ (−1, 1),
Mt := f−1(t)

is an (n− 1)-dim C∞ submanifold of Sn. Let gt be the Riemannian metric on Mt induced from (Sn, gcan). Let
Ht be the second fundamental form of Mt in (Sn, gcan) w.r.t. the unit normal

ν :=
gradf

|gradf |

Problem A.1. Show that for a fixed t ∈ (−1, 1),

Ht = λ(t)gt

for some constant λ(t) ∈ R.

Answer A.1. First we note
i : (Mt, gt) ↪→ (Sn, gcan)

is an isometric immersion. Denote ∇ as connection on (Mt, gt) and ∇Sn as connection on (Sn, gcan). Now by
definition, to compute the second fundamental form, we want to compute for any X, Y ∈ X(Mt) and p ∈Mt

Ht(X,Y )(p) := ⟨Sν(X), Y ⟩gt(p)

where Sν has the explicit expression
Sν(X) := −(DXν)

T

where D := i∗∇Sn

1. Let’s begin by understanding the unit normal ν. To do so we need to know gradf ≡ gradMtf w.r.t. Mt.

But one can partition the full gradient gradR
n+1

into radial direction and spherical direction. Thus for
any x ∈ Sn, using f(x1, · · · , xn+1) = xn+1 so the full gradient is en+1 = (0, · · · , 0, 1), we write

gradS
n

f(x) = gradR
n+1

f(x)− ⟨gradR
n+1

f(x), x⟩x
= en+1 − ⟨en+1, x⟩x

In particular, when restricted to Mt, xn+1 = t so

gradMtf(x) = en+1 − tx

so the unit normal ν restricted to Mt writes

ν(x) =
en+1 − tx

∥en+1 − tx∥
=

en+1 − tx√
1− 2t⟨en+1, x⟩+ t2|x|2

=
en+1 − tx√

1− t2
using x ∈ Sn and Mt := f−1(t)

2. Notice Mt is (n− 1)-dim submanifold of Sn so Sν as the shape operator is

Sν(X) = −DXν

We make observation that in the spherical direction, differentiating position vector x w.r.t. X ∈ X(Sn)
yields the vector field unchanged, in particular

DX(x) = X

Hence

Sν(X) = − 1√
1− t2

DX(en+1 − tx)

=
t√

1− t2
DX(x) =

t√
1− t2

X
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3. Now we obtain

Ht(X,Y ) = ⟨Sν(X), Y ⟩gt

=
t√

1− t2
gt(X,Y )

Thus for each t ∈ (−1, 1), λ(t) := t√
1−t2

∈ R is the constant.

Problem A.2. Find λ(t) for all t ∈ (−1, 1).

Answer A.2. As in the previous problem we found

λ(t) :=
t√

1− t2
∀ t ∈ (−1, 1)

Problem A.3. When is Mt totally geodesic?

Answer A.3. Recall Mt is totally geodesic if the second fundamental form vanishes for any normal vector, at
any point p ∈Mt. Thus we equate

λ(t) =
t√

1− t2
= 0

and find this is only possible for t = 0. Since the codimension is 1, the normal vector ν spans the whole (TMt)
⊥

at each point on Mt. Then indeed M0 is totally geodesic for the vanishing λ(0) = 0.
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Problem 2

Let (x, y) be coordinates of R2, and let z = x+ iy.

Problem A.4. Let
H2 := {(x, y) ∈ R2 | y > 0}

be the upper half plane, equipped with the Riemannian metric

g =
dx2 + dy2

y2
= − 4dzdz

|z − z|2

Prove that the map

f : z 7→ az + b

cz + d

where

(
a b
c d

)
∈ SL(2,R) is an isometry of (H2, g).

Answer A.4. To show isometry, let’s compute the pullback metric f∗g.

f∗g = − 4

|az+b
cz+d − az+b

cz+d |2
d(
az + b

cz + d
)d(

az + b

cz + d
)

= − 4

| ad(z−z)+bc(z−z)
c2|z|2+cd(z+z)+d2 |2

d(
az + b

cz + d
)d(

az + b

cz + d
)

Let’s compute the two differentials first.

d(
az + b

cz + d
) = (

a

cz + d
− acz + bc

(cz + d)2
)dz

=
ad− bc

(cz + d)2
dz

=
1

(cz + d)2
dz using det

(
a b
c d

)
= 1

d(
az + b

cz + d
) =

ad− bc

(cz + d)2
dz

=
1

(cz + d)2
dz

Thus it suffices to compute

f∗g = − 4

| ad(z−z)+bc(z−z)
c2|z|2+cd(z+z)+d2 |2

1

(cz + d)2
1

(cz + d)2
dzdz

= − 4

|ad(z − z) + bc(z − z)|2
dzdz

= − 4

|z − z|2|ad− bc|2
dzdz

= − 4dzdz

|z − z|2
= g

Notice that positive determinant yields invertibility of the matrix, hence f itself is a diffeomorphism. Thus using
ad− bc = 1 makes f an isometry of (H2, g).

Problem A.5. Let
D2 := {(x, y) ∈ R2 | x2 + y2 < 1}

be equipped with the Riemannian metric

h =
4(dx2 + dy2)

(1− x2 − y2)2
=

4dzdz

(1− |z|2)2

Prove that the map

f : z 7→ αz + β

βz + α

where

(
α β

β α

)
∈ SU(1, 1) is an isometry of (D2, h).
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Answer A.5. Recall that

(
α β

β α

)
∈ SU(1, 1) if |α|2 − |β|2 = 1. Let’s compute pullback f∗h

f∗h =
4

(1− |αz+β

βz+α
|2)2

d(
αz + β

βz + α
)d(

αz + β

βz + α
)

=
4|βz + α|4

(|βz + α|2 − |αz + β|2)2
d(
αz + β

βz + α
)d(

αz + β

βz + α
)

We compute the differentials

d(
αz + β

βz + α
) = (

α

βz + α
− αz + β

(βz + α)2
β)dz

=
|α|2 − |β|2

(βz + α)2
dz

=
1

(βz + α)2
dz using |α|2 − |β|2 = 1

d(
αz + β

βz + α
) =

1

(βz + α)2
dz

d(
αz + β

βz + α
)d(

αz + β

βz + α
) =

1

(|βz + α|2)2
dzdz =

1

|βz + α|4
dzdz

Thus

f∗h =
4

(|βz + α|2 − |αz + β|2)2
dzdz

=
4

(|β|2|z|2 + αβz + βzα+ |α|2 − |α|2|z|2 − βαz − βαz − |β|2)2
dzdz

=
4

(1− |z|2)2
dzdz = h using |α|2 − |β|2 = 1

Notice positive determinant makes f a diffeomorphism. Thus f is an isometry of (D2, h).
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Problem 3

Let (M, g) be a complete Riemannian manifold of dimension n ≥ 2. Suppose that there exists constants a > 0
and c ≥ 0 s.t. for all pairs of points in M and for all minimizing geodesics γ(s), parametrized by arc length s
joining these points, we have

Ric(γ′(s)) ≥ a+
∂f

∂s

along γ, where f is a function of s satisfying |f(s)| ≤ c along γ.

Problem A.6. Show that M is compact.

Answer A.6. Take any two points p, q ∈ M , p ̸= q. Since M is complete, by Hopf-Rinow there exists a
minimizing geodesic connecting p and q with arc-length parametrization, denoted as γ

γ : [0, L] →M γ(0) = p, γ(L) = q

Our job would be to prove L has an upper bound uniform in p, q, hence L is totally bounded. Combining with
M being complete, this yields M is compact.

We construct a variation by imposing a vector field along the curve γ. Let {e1, · · · , en} be an ONB of TpM
where we choose en := γ′(0). We do a parallel transport and denote {ei(t)} as the parallel transport of ei along
γ. We define our variation as

Vi(t) := sin(
πt

L
)ei(t), i = 1, · · · , n− 1

Notice under such definition
Vi(0) = Vi(L) = 0 ∀ i = 1, · · · , n− 1

Thus we have a family of proper variations {hi}n−1
i=1 associated to the variational field

hi : (−ε, ε)× [0, L] →M (s, t) 7→ hi(s, t)

s.t.

hi(0, t) = γ(t)

∂hi
∂s

(0, t) = Vi(t)

hi(s, 0) = γ(0) = p due to proper variation

For these variations we define the energy as

Ei(s) :=

ˆ L

0

|∂hi
∂t

(s, t)|2dt

Notice

Ei(s) :=

ˆ L

0

|∂hi
∂t

(s, t)|2 ≥ 1

L
ℓ(hi)

2 Cauchy Schwarz

≥ 1

L
ℓ(γ)2 since γ is geodesic

= E(γ) = E(0)

Now that γ is geodesic and Vi are proper, we know E′
i(0) = 0, so this is indeed a minimum. Thus E′′

i (0) ≥ 0.
Since hi are proper variations, the second variation formula writes

1

2
E′′

i (0) = −
ˆ L

0

(
⟨D

2Vi
dt2

, Vi⟩(t) +R(γ′, Vi, γ
′, Vi)

)
dt

= −
ˆ L

0

(
−(

π2

L2
)⟨sin(πt

L
)ei(t), sin(

πt

L
)ei(t)⟩+ sin(

πt

L
)2R(γ′, ei, γ

′, ei)

)
dt

=

ˆ L

0

(
π2

L2
sin(

πt

L
)2 − sin(

πt

L
)2R(en, ei, en, ei)

)
1

2

1

n− 1

n−1∑
i=1

E′′
i (0) =

ˆ L

0

(
π2

L2
sin(

πt

L
)2 − sin(

πt

L
)2Ricp(en, en)

)
dt

≤
ˆ L

0

(
π2

L2
sin(

πt

L
)2 − sin(

πt

L
)2(a+

∂f

∂t
(t))

)
dt
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We compute the integral

ˆ L

0

π2

L2
sin(

πt

L
)2dt =

π2

2L2

ˆ L

0

(1− cos(2
πt

L
))dt

=
π2

2L
− π2

2L2

L

2π
sin(2

πt

L
)

∣∣∣∣L
0

=
π2

2L

−
ˆ L

0

a sin(
πt

L
)2dt = −aL

2ˆ L

0

∂f

∂t
(t) sin(

πt

L
)2dt = sin(

πt

L
)2f(t)

∣∣∣∣L
0

−
ˆ L

0

2π

L
sin(

πt

L
) cos(

πt

L
)f(t)dt

= −
ˆ L

0

π

L
sin(

2πt

L
)f(t)dt

|
ˆ L

0

∂f

∂t
(t) sin(

πt

L
)2dt| ≤ πc

Combining above and imposing E′′(0) ≥ 0 yields

0 ≤ π2

2L
− aL

2
+ πc

a

2
L2 − πcL− π2

2
≤ 0

Using that a > 0 so LHS is quadratic polynomial with positive opening, if the root exists, L has upper bound

C = C(a, c)

independent of p and q. More precisely

L =
πc±

√
π2c2 + π2a

a
= π

c±
√
c2 + a

a

≤ π
c+

√
c2 + a

a
=: C(a, c) <∞

Problem A.7. Calculate an estimate for the diameter of M , and observe that if f, c = 0, we obtain the
Theorem of Bonnet-Myers.

Answer A.7. Recall
diam(M, g) := sup

p,q∈M
d(p, q)

and we already obtained

L = d(p, q) ≤ π
c+

√
c2 + a

a
<∞ ∀ p, q ∈M

Thus we can upper bound the diameter of M by

diam(M, g) ≤ π
c+

√
c2 + a

a

If c = 0 and f = 0, then

diam(M, g) ≤ π

√
a

a

Notice ∂f
∂t = 0 and so

Ric(γ′(t)) ≥ a+
∂f

∂s
= a =:

1

r2

then

π

√
a

a
= πr

and we recover the Bonnet-Myers Theorem.
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Problem 4

Let (x1, x2, x3) be coordinates on R3. Given any ρ > 0, define

Sρ := {(x1, x2, x3) ∈ R3 |
3∑

i=1

(xi)2 = ρ2}

Let
(r, ϕ, θ) ∈ (0,∞)× [0, π)× [0, 2π)

be spherical coordinates on R3, i.e.

x1 = r sin(ϕ) cos(θ)

x2 = r sin(ϕ) sin(θ)

x3 = r cos(ϕ)

The Euclidean metric on R3 is given by

g0 = (dx1)2 + (dx2)2 + (dx3)2 = dr2 + r2(dϕ2 + sin2(ϕ)dθ2)

Problem A.8. Let

dΩ1 := dx2 ∧ dx3

dΩ2 := dx3 ∧ dx1

dΩ3 := dx1 ∧ dx2

and let
iρ : Sρ ↪→ R3

be the inclusion. Show that
i∗ρ(dΩ

i) = i∗ρ(x
ir sin(ϕ)dϕ ∧ dθ)

Answer A.8. Let’s compute using brute force

i∗ρ(dΩ
1) = d(ρ sin(ϕ) sin(θ)) ∧ d(ρ cos(ϕ))

= (ρ cos(ϕ) sin(θ)dϕ+ ρ sin(ϕ) cos(θ)dθ) ∧ (−ρ sin(ϕ)dϕ)
= ρ2 sin2(ϕ) cos(θ)dϕ ∧ dθ = ρ sin(ϕ)(ρ sin(ϕ) cos(θ))dϕ ∧ dθ
= i∗ρ(r sin(ϕ)x

1dϕ ∧ dθ)
i∗ρ(dΩ

2) = d(ρ cos(ϕ)) ∧ d(ρ sin(ϕ) cos(θ))
= (−ρ sin(ϕ)dϕ) ∧ (ρ cos(ϕ) cos(θ)dϕ− ρ sin(ϕ) sin(θ)dθ)

= ρ2 sin2(ϕ) sin(θ)dϕ ∧ dθ
= i∗ρ(r sin(ϕ)x

2dϕ ∧ dθ)
i∗ρ(dΩ

3) = d(ρ sin(ϕ) cos(θ)) ∧ d(ρ sin(ϕ) sin(θ))
= (ρ cos(ϕ) cos(θ)dϕ− ρ sin(ϕ) sin(θ)dθ) ∧ (ρ cos(ϕ) sin(θ)dϕ+ ρ sin(ϕ) cos(θ)dθ)

= ρ2 cos2(θ) sin(ϕ) cos(ϕ)dϕ ∧ dθ + ρ2 sin2(θ) sin(ϕ) cos(ϕ)dϕ ∧ dθ
= ρ2 sin(ϕ) cos(ϕ)dϕ ∧ dθ
= i∗ρ(r sin(ϕ)x

3dϕ ∧ dθ)

Problem A.9. Consider an asymptotically flat Riemannian metric on R3 of the form

g = u(r)2dr2 + r2(dϕ2 + sin2(ϕ)dθ2)

where u(r) > 0 is a C∞ function in r, and there exists constants M ≥ 0 and R > 0 such that

u(r) = 1 +
M

r
+ o(

1

r
) ∀ r > R

Prove that

lim
ρ→∞

1

16π

ˆ
Sρ

3∑
i,j=1

(∂jgij − ∂igjj)dΩ
i =M
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Answer A.9. This first thing to notice is gij is small perturbation of δij, i.e.

g = (u(r)2 − 1)dr2 + g0

= (
2M

r
+ o(

1

r
))dr2 + g0

Notice

dr2 = d(
√
(x1)2 + (x2)2 + (x3)2)d(

√
(x1)2 + (x2)2 + (x3)2)

=
1

r2
(x1dx1 + x2dx2 + x3dx3)2

=
xixj

r2
dxidxj

So

gij = δij +
1

r2
(
2M

r
+ o(

1

r
))xixj

∂jgij = (−6M

r4
xj

r
+ o(

1

r4
)
xj

r
)xixj + (

2M

r3
+ o(

1

r3
))(xi + xiδij)

= (−6M

r5
+ o(

1

r5
))xi(xj)2 + (

2M

r3
+ o(

1

r3
))(xi + xiδij)

∂igjj = (−6M

r4
xi

r
+ o(

1

r4
)
xi

r
)(xj)2 + (

2M

r3
+ o(

1

r3
))2xjδij

= (−6M

r5
+ o(

1

r5
))xi(xj)2 + (

2M

r3
+ o(

1

r3
))2xjδij

∂jgij − ∂igjj = (
2M

r3
+ o(

1

r3
))(xi + xiδij − 2xjδij)

3∑
i,j=1

(∂jgij − ∂igjj) =

3∑
i=1

(
2M

r3
+ o(

1

r3
))(3xi + xi − 2xi)

=

3∑
i=1

(
2M

r3
+ o(

1

r3
))2xi

Now let’s integrate against the volume forms

3∑
i,j=1

(∂jgij − ∂igjj)dΩ
i =

3∑
i=1

(
2M

r3
+ o(

1

r3
))2(xi)2r sin(ϕ)dϕ ∧ dθ

= (
2M

r3
+ o(

1

r3
))2r3 sin(ϕ)dϕ ∧ dθ

ˆ
Sρ

3∑
i,j=1

(∂jgij − ∂igjj)dΩ
i = 4M

ˆ 2π

0

ˆ π

0

sin(θ)dϕdθ + o(1)

= 8Mπ

ˆ π

0

sin(ϕ)dϕ+ o(1)

= 8Mπ (− cos(ϕ))|π0 + o(1)

= 16Mπ + o(1)

lim
ρ→0

1

16π

ˆ
Sρ

3∑
i,j=1

(∂jgij − ∂igjj)dΩ
i =M
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Problem 5

Consider the metric
h = −x2dt2 + dx2

on N = (−∞,∞)t × (0,∞)x.

Problem A.10. Is x = 0 a curvature singularity?

Answer A.10. In order to see whether x = 0 is curvature singularity, let’s just compute the Christoffel symbols,
and then the curvature and see if it blows up at x = 0.

h00 = −x2

h00 = − 1

x2

h11 = h11 = 1

h00,1 = −2x

using Γℓ
ij =

1
2

∑1
k=0 h

ℓk (hik,j + hkj,i − hij,k) we obtain

Γ0
01 = Γ0

10 =
1

x

Γ1
00 = x

Then we want to compute Rm
ijk = ∂

∂xj
Γm
ik − ∂

∂xi
Γm
jk +

∑
ℓ Γ

ℓ
ikΓ

m
jℓ −

∑
ℓ Γ

ℓ
jkΓ

m
iℓ we see

R1
010 =

∂

∂x
Γ1
00 −

∂

∂t
Γ1
10 + Γ1

00Γ
1
11 − Γ0

10Γ
1
00

= 1− 1

x
x = 0

and all other Riemannian tensor components vanish trivially. Thus the manifold (N,h) is flat, and has no
curvature singularity.

Problem A.11. Can you isometrically embed (N,h) into a larger manifold?

Answer A.11. This part of the solution is based on [Wal84] page 149 - 151. One can make a series of change
of variables to isometrically embed (N,h) into (R2,−dT 2 + dX2). In each ‘change of variable’ we denote h̃ as
the new metric and h as the original metric, abuse of notation. One start by computing null geodesics. The
null condition reads

0 = −x2ṫ2 + ẋ2

where the dot denotes derivative w.r.t. affine parameter. Rearranging yields

(
dt

dx
)2 =

1

x2

solving for the ODE gives

t = ± log(x) + C

where + correspondences to outgoing geodesic, and − to ingoing geodesic. Hence we change into null coordinates

u = t− log(x)

v = t+ log(x)

and our metric takes the form

h̃ = − exp(v − u)dudv

= −x2d(t− log(x))d(t+ log(x))

= −x2(dt− 1

x
dx)(dt+

1

x
dx)

= −x2(dt2 − 1

x2
dx2) = h

But this still corresponds to the region x > 0 in N . To extend beyond x = 0, we define

U = −e−u

V = ev
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Thus our metric again writes

h̃ = −dUdV = −d(−e−u)d(ev)

= −e−uevdudv = h

Now there is no longer singularity at U = 0 or V = 0 so we extend via

T =
U + V

2

X =
V − U

2

and obtain

h̃ = −dT 2 + dX2

= −d(U + V

2
)2d(

V − U

2
)2

= −dUdV = h

Hence composing all change of variables, (N,h) ↪→ (R2,−dT 2 + dX2). If one is unhappy about this we can also
write out the change of variable directly

x = (X2 − T 2)
1
2

t = tanh−1(
T

X
)

or equivalently

T = x sinh(t)

X = x cosh(t)

Now we directly verify

−dT 2 + dX2 = −(sinh(t)dx+ x cosh(t)dt)2 + (cosh(t)dx+ x sinh(t)dt)2

= − sinh2(t)dx2 − 2x sinh(t) cosh(t)dxdt− x2 cosh2(t)dt2 + cosh(t)2dx2 + 2x sinh(t) cosh(t)dxdt+ x2 sinh2(t)dt2

= −x2dt2 + dx2

Hence this embedding is isometric.
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