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1 Manifolds

Intuitively speaking, a manifold is a space which looks locally like Euclidean Space En.

Definition 1.1 (Manifolds). Let X =
⋃

µXµ. Charts

Φµ : Xµ ⊂ X → En z 7→ zµ

maps into En Euclidean Space with dimension n. For any z ∈ Xµ ∩Xν , we have choice of two maps, and we
want them to transit smoothly. It should be independent of the chart that we use. We need regularity on

zµ
Φµ◦Φ−1

ν→ zν

1. X is continuous manifold if Φµ ◦ Φ−1
ν ∈ C0. This is manifold with least structure.

2. X is C∞ manifold if Φµ ◦ Φ−1
ν ∈ C∞ is smooth. It admits infinite number of continuous derivatives. It

might be the case that the map has zeros. Hence we want to impose invertibility

Jacobian(Φµ ◦ Φ−1
ν ) ̸= 0

For En = Rn,
zµ = (z1µ, · · · , znµ) ∈ Rn 7→ zν = (z1ν , · · · , znν ) ∈ Rn

That Jacobian is nonzero is equivalent to

det(
∂zkν
∂zmµ

) ̸= 0

3. Complex Manifolds. The local model in complex manifolds is En = Cn.

zµ = (z1µ, · · · , znµ) ∈ Cn Φµ◦Φ−1
ν→ zν = (z1ν , · · · , znν ) ∈ Cn

We want

(a) The map to be holomorphic, i.e., each zkν is holomorphic. But notice we’re dealing with n-variable
holomorphic functions.

Definition 1.2 (holomorphic). Let f : Ω ⊂ C→ C. f is holomorphic if for any ζ ∈ Ω,

lim
h→0
h∈C

f(ζ + h)− f(ζ)
h

exists

In definition of holomorphicity, h ∈ C.
Theorem 1.1. f : Ω ⊂ C→ C is holomorphic iff

i. We can write as power series, and furthermore, it is power series in variable z, no z.

f(z) =

∞∑
m=0

cm(z − ζ)m

ii. f ∈ C1 and satisfies the Cauchy-Riemann Equation

∂f

∂z
= 0

i.e.
∂f

∂z
=

1

2

(
∂f

∂x
+ i

∂f

∂y

)
= 0

Now we generalize to functions in n-variables.

Definition 1.3 (holomorphic). Let
f : Ω ⊂ Cn → C

we take the perspective that power series has no z. IntroduceM = (m1, · · · ,mn) and z = (z1, · · · , zn).
Define

zM := (z1)m1 · · · (zn)mn

We say f is holomorphic if one can write

f(z) =
∑

mi≥0,i=1,··· ,n

cM (z − ζ)M ∀ ζ ∈ Ω
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There is powerful theorem due to Hartogs.

Theorem 1.2 (Hartogs). f is holomorphic iff f is holomorphic for each zk with the other variables
fixed.

In other words, a function is holomorphic in all variables iff in each variables. It reduces the local
theory in n-variables to one variable.

(b) The Jacobian to be non-vanishing

det(
∂zkν
∂zmµ

) ̸= 0

1.1 Functions and Line Bundles

What we’re interested in are functions, vector bundles and sections defined on complex manifolds.

Definition 1.4 (Functions on Manifolds). Let En = Cn. X =
⋃

µXµ.

zµ = (z1µ, · · · , znµ) ∈ Cn Φµ◦Φ−1
ν→ zν = (z1ν , · · · , znν ) ∈ Cn

Let f : X → C. We understand f by restricting to the charts.(
f ◦ Φ−1

µ

)
(zµ) ≡ f |Xµ

(
f ◦ Φ−1

ν

)
(zν) ≡ f |Xν

On the overlap they agree with one another. Hence we may glue them together. The name of the game is how
we glue the functions together. Denote

φµ(zµ) :=
(
f ◦ Φ−1

µ

)
(zµ) φν(zν) :=

(
f ◦ Φ−1

ν

)
(zν)

To understand f on X, one try to understand restrictions to small charts

1. φµ(zµ) on Xµ

2. φµ(zµ) = φν(zν) on the overlap Xµ ∩Xν as the Gluing Rule.

But is this gluing good enough?

Remark 1.1 (Differential Forms n = 1). Take the case of n = 1 for simplicity. Then we have the point z
corresponding to

zµ
Φµ←− z Φν−→ zν

Then
φµ(zµ)←− f(z) −→ φν(zν)

One differentiate and notice
∂

∂zµ
φµ(zµ) ̸=

∂

∂zν
φν(zν)

What is the relation between the two quantities? Take the formula and differentiate

φµ(zµ) = φν(zν)

∂

∂zµ
φµ(zµ) =

∂

∂zµ
(φν(zν))

=
∂

∂zν
φν(zν)

∂zν
∂zµ

The quantities transit w.r.t. factor ∂zν
∂zµ

. The differential of a scalar function is no longer a scalar function but

a transition. We need to widen the construction by allowing a transition function.

One has the following definition of Line Bundles as generalization of differential forms.

Definition 1.5 (Line Bundles on Complex Manifold X). Assume we have a chosen cover X =
⋃

µXµ. A line
bundle L is an assignment

L ⇐⇒ tµν(z) invertible(̸= 0) functions defined on Xµ ∩Xν satisfying co-cycle condition

where the co-cycle condition writes
tµνtνp = tµp
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Remark 1.2 (Line Bundle). What makes a difference is how one glue these together. We have a new object
tµν . What are the tµν that we want to allow? We want

1. tµν ̸= 0 for invertibility issues.

2. tµν satisfies the co-cycle condition. Notice if there’s another chart Xρ then necessarily we want

tµρ(z)φρ(z) = φµ(zµ) = tµν(z)φν(zν) = tµν(z)tνρ(z)φρ(z) ∀ z ∩Xµ ∩Xν ∩Xρ

Hence we require co-cycle condition

tµνtνp = tµp ∀ z ∩Xµ ∩Xν ∩Xρ

Example 1.1 (Canonical Bundle KX). Let X =
⋃

µXµ. Take

tµν := det

(
(
∂zβν
∂zαµ

)1≤α,β≤n

)
∀ z ∈ Xµ ∩Xν

Then with this choice we obtain a Line Bundle. This is known as the canonical Bundle, denoted KX .

Example 1.2. Line Bundle L is

1. a C∞ bundle if tµν ∈ C∞

2. a holomorphic bundle if tµν are holomorphic.

3. an antiholomorphic bundle if tµν are antiholomorphic, i.e., tµν are holomorphic.

Remark 1.3. From a Bundle L, we can generate many others.

L ≡ bundle with transition functions tµν

Lk ≡ bundle with transition functions tkµν ∀ z ∈ Z
K−1

X ≡ anticanonical bundle

Given Line Bundle L, one can associate it with sections. L is characterised by its space of sections.

Definition 1.6 (Sections of Line Bundles). Let L be a line bundle. A section φ ∈ Γ(X,L) if

1. φµ(zµ) on Xµ

2. satisfying the gluing rule
φµ(zµ) = tµν(z)φν(zν) on Xµ ∩Xν

1.2 Vector-Valued Functions and Vector Bundles

Definition 1.7 (Vector-Valued Functions on Manifolds and Vector Bundles). On open set in Cn, a vector-valued
function f : Cn → CN is

f(z) =

 f1(z)
...

fN (z)

 = fα(z) 1 ≤ α ≤ N

To generalize to manifold, we proceed as in the scalar case. We think about how to glue functions together. To
understand f on X =

⋃
µXµ, one restrict to small charts

1. φα
µ(zµ) on Xµ.

2. satisfying Gluing Rule
φα
µ(zµ) = tµν

α
β(z)φ

β
ν (zν) on Xµ ∩Xν

for any 1 ≤ α ≤ N .

A vector bundle L corresponds to

tµν
α
β(z) ∈ GL(N,C) on Xµ ∩Xν

One can also write vector-valued functions in row vectors.

ψ(z) = (ψ1(z), · · · , ψN (z)) = ψα(z)

We want to generalize this to vector bundles by the corresponding rule

φµα(zµ) = φνβ(zν)tνµ
β
α(z) ∀ z ∈ Xµ ∩Xν

Now the transition function writes on the Right. This makes a difference due to tνµ right multiplication.
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Example 1.3 (Λ1,0(X)). Given complex manifold X =
⋃

µXµ. Define

tνµ
β
α(z) :=

∂zβν
∂zαµ

∀ 1 ≤ α, β ≤ N

This satisfies the co-cycle condition. The corresponding vector bundle if the bundle of (1, 0)-forms, denoted by
Λ1,0(X).
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2 Connections and Curvature of Line Bundles

We think about differentiating sections of bundles.

2.1 Differentiations of sections of Line Bundles

Fix a line bundle L→ X. φ ∈ Γ(X,L) is given locally as

1. φµ(zµ) on Xµ

2. satisfying the gluing rule
φµ(zµ) = tµν(z)φν(zν) on Xµ ∩Xν

Consider differentiating local expressions on Xµ

∂

∂zµ
φµ(zµ) = (

∂

∂zµ
tµν(z))φν + tµν(z)

∂

∂zµ
φν(zν)

We do not want the first term. However, we may assume the Bundle L is holomorphic, i.e., the transition
functions

tµν(z) are holomorphic =⇒ ∂

∂zµ
tµν(z) = 0

In this case, we’re differentiable in z-direction

∂

∂zjµ
φµ(zµ) = tµν(z)

∂

∂zjµ
φν(zν)

= tµν(z)
∂zkν
∂zjµ

∂

∂zkν
φν(zν)

We have this new Gluing Rule. We have the additional piece

∂zkν
∂zjµ

as transition function of Λ0,1

Recall that

(
∂zkν

∂zjµ
) is the transition function of a vector bundle denoted by Λ1,0

We make the claim that ∂

∂zj
µ
φµ(zµ) is a section of the bundle

L⊗ Λ1,0

upon noticing L corresponds to tµν and Λ1,0 corresponds to
∂zk

ν

∂zj
µ
. This is a tensor product of the bundles. But

what about the direction without bar? We need to make some choice. We have obtained

φ ∈ Γ(X,L)
∇→ ∇φ =

∂

∂zµ
φµ(zµ) ∈ Γ(X,L⊗ Λ1,0) = Γ(X,L⊗ Λ0,1)

We need

φ ∈ Γ(X,L)
∇→ ∇φ =

∂

∂zµ
φµ(zµ) ∈ Γ(X,L⊗ Λ1,0)

One way of doing this is using Unitary Connection.

Definition 2.1 (Metric on Line Bundle). A metric h on L is a section of L−1 ⊗ L−1
satisfying

h(z) > 0 ∀ z

The transition functions of L−1 are tµν(z)
−1 and those for L

−1
are tµν(z)

−1
. Hence gluing condition satisfies

hµ(zµ) = tµν(z)
−1tµν(z)

−1
hν(zν)

hµ(zµ) = |tµν(z)|−2hν(zν) > 0 ∀ z ∈ Xµ ∩Xν

Here it makes sense to talk about positivity.

Now with the metric, we have notion of length, i.e., one can define the norm of φ ∈ Γ(X,L).
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Definition 2.2 (Norm on Γ(X,L)).
|φ|2 := φµφµhµ on Xµ

and notice
φµφµhµ = φνφνhν on Xµ ∩Xν

Now with a metric h, we can define the covariant derivative.

Definition 2.3 (Covariant Derivative). For simplicity we drop the index of µ

∇jφ := h−1∂j(hφ) (1)

Since hφ is section of L−1 ⊗ L−1
(L) = L

−1
, which is anti-holomorphic. Then ∂j(hφ) is section of

L
−1 ⊗ Λ1,0

again h−1 as L⊗ L hits, we have
∇jφ ∈ Γ(X,L⊗ Λ1,0)

Explicitly.

∇jφ = h−1(h∂jφ+ (∂jh)φ)

= ∂jφ+ (h−1∂jh)φ

= ∂jφ+ (∂j(log(h)))φ

2.2 Curvature of Line Bundle w.r.t. metric

In summary, let ∂j =
∂

∂zj
µ

∇jφ = ∂jφ

∇jφ = h−1∂j(hφ)

But these derivatives are more complicated than the usual ones. Here, partial derivatives do not commute, and
we need to understand why and how. On Euclidean Spaces

∂

∂xm
∂

∂xℓ
f =

∂

∂xℓ
∂

∂xm
f =⇒ [

∂

∂xm
,
∂

∂xℓ
]f = 0

But here we have something more complicated.

[∇j ,∇k]φ = 0

[∇j ,∇k]φ = ∇j∇kφ−∇k∇jφ

= h−1∂j(h(h
−1∂k(hφ)))− h−1∂k(h(h

−1∂j(hφ)))

= h−1∂j∂k(hφ)− h−1∂k∂j(hφ)

= h−1(∂j∂k − ∂k∂j)(hφ) = 0

[∇j ,∇k]φ = ∇j∇kφ−∇k∇jφ

= h−1∂j(h(∂kφ))− ∂k(h
−1∂j(hφ))

= h−1
(
(∂jh)(∂kφ) + h∂j∂kφ

)
− ∂k

(
h−1(∂jh)φ+ ∂jφ

)
= h−1(∂jh)∂kφ− (∂k(h

−1∂jh)φ+ h−1∂jh∂kφ)

= −(∂j∂k(log(h)))φ

Definition 2.4 (Curvature of Line Bundle).

Fkj := −∂j∂k(log(h)) ∈ Γ(X,Λ1,1)

is the curvature of L w.r.t. h.

Now we have the key formula in differential geometry.

[∇j ,∇k]φ = Fkjφ (2)

Observations.
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1.
F =

∑
kj

Fkjdz
j ∧ dzk

is a (1, 1)-form, i.e.
F ∈ Γ(X,Λ1,1 := Λ1,0 ⊗ Λ0,1)

where Λ0,1 = Λ1,0.

2. dF = 0, since

F = ∂(∂(log(h)))

= ∂(∂j(log(h))dz
j)

= dzk∂k(∂j(log(h)))dz
j

= ∂j∂k log(h)dz
k ∧ dzj

F = ∂(∂ log(h))

dF = (∂ + ∂)(∂∂(log(h))) = 0

Since
∂∂ + ∂∂ = ∂2 = ∂

2
= 0

Hence there is closed form but not exact. This is example of De-Rham Cohomology.

Definition 2.5 (Curvature Form).

F :=
∑
k,j

iFkjdz
j ∧ dzk = −i∂∂ log(h)

F =
∑
k,j

(−i)Fjkdz
j ∧ dzk = F

Hence the curvature form is taking Real Values.

Property 2.1. 1. F is closed form, i.e., dF = 0.

2. F clearly depends on the metric, but [F ]dR de Rham Cohomology class is independent of h.

3. [F ]dR is hence an invariant of the bundle L. We call [F ]dR the first Chern Class of L

c1(L) := [F ]dR

Remark 2.1. Whenever you have a closed form, you can consider the De Rham Cohomology Class.

2.2.1 de Rham Cohomology

We need some Background on De Rham Cohomology.

Definition 2.6 (p-form). Let X be a smooth, differentiable, compact manifolds. A p-form φ is an expression
of the type

φ =
1

p!

∑
ci1,··· ,ipdx

i1 ∧ · · · ∧ dxip

There is a basic operator, d called the De-Rham Exterior differential

Definition 2.7 (De-Rham Exterior differential). Let f be any function on X, denote f ∈ Λ0

df :=
∑
j

∂f

∂uj
duj (u1, · · · , un) are local coordinates for X

Then
d : Λ0 → Λ1 f 7→ df

d can be extended s.t.

d : Λp → Λp+1 φ 7→ dφ :=
1

p!

∑
(dci1,··· ,ip) ∧ dxi1 ∧ · · · ∧ dxip

8



Property 2.2. As consequence of ∂2

∂uj∂um f = ∂2

∂um∂uj f

d2 = 0

Definition 2.8 (de Rham Cohomology). Let F be a p-form which is closed, i.e., dF = 0. Then

[F ]dR := F/{exact forms dψ where ψ ∈ Λp−1}

Remark 2.2. d2 = 0 implies that

{dψ} = exact forms ⊂ {F | dF = 0} = closed forms

We consider the de Rham cohomology group

Hp
dR(X) := {F | dF = 0}/{dψ}

The group structure is addition. This is in fact a vector space.

2.2.2 de Rham Cohomology on Complex Manifolds

Now given a complex structure. We consider the 1-dim case for simplicity. Let X be a complex manifold, and
let z be a local holomorphic coordinate, i.e.

z = x+ iy

One can view u = (x, y) as the real coordinates.

df =
∂f

∂x
dx+

∂f

∂y
dy

But
dz = dx+ idy dz = dx− idy

Adding yields

dx =
1

2
(dz + dz)

dy =
1

2i
(dz − dz)

df =
∂f

∂x

1

2
(dz + dz) +

∂f

∂y

1

2i
(dz − dz)

=
1

2

(
∂f

∂x
+

1

i

∂f

∂y

)
dz +

1

2

(
∂f

∂x
− 1

i

∂f

∂y

)
dz

=
1

2

(
∂f

∂x
− i∂f

∂y

)
dz +

1

2

(
∂f

∂x
+ i

∂f

∂y

)
dz

=
∂f

∂z
dz +

∂f

∂z
dz

More generally, for X complex manifold of dimension n, let z1, · · · , zn be local holomorphic coordinates. We
can define

∂f :=
∑
j

∂f

∂zj
dzj

∂f :=
∑
j

∂f

∂zj
dzj

=⇒ df = ∂f + ∂f

and we have
∂ : Λp,q → Λp+1,q ∂ : Λp,q → Λp,q+1

s.t.
∂2 = 0 ∂

2
= 0

In particular,

0 = d2 = (∂ + ∂)2

= ∂2 + ∂
2
+ ∂∂ + ∂∂

= 0 + 0 + ∂∂ + ∂∂

Hence they anti-commute
∂∂ + ∂∂ = 0
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2.2.3 Curvature Form F of Holomorphic Line Bundle

Now we come back to

F := −i
∑
k,j

∂2

∂zj∂zk
(log(h))dzj ∧ dzk

We can write

F = −i
∑
j,k

∂

∂zj

(
∂

∂zk
log(h)

)
dzj ∧ dzk

= −i
∑
j

dzj
∂

∂zj

(∑
k

∂

∂zk
log(h)

)
∧ dzk

= −i∂∂ log(h)

Now F is readily seen to be closed.

dF = −i(∂ + ∂)∂∂ log(h)

= −i(∂2∂ + ∂∂∂) log(h)

= i∂∂ log(h) = i∂2 log(h) = 0

Thus F is closed. But in general F is not exact. It is tempting to argue F is exact by arguing the following

F = −i∂∂ log(h) = −i(∂ + ∂)∂ log(h)

= −id(∂ log(h))

But ∂ log(h) is not a well-defined form. Since

h ∈ Γ(X,L−1 ⊗ L−1
)

This holds locally but not globally. The cohomology measures something global, but the curvature measures
something local, really dependent on the metric. But the total amount of curvature is fixed.

Remark 2.3 (First Chern class independent of metric). More precisely, let h and h′ be two metrics on L and
let F, F ′ be two corresponding curvatures, i.e.

Fkj = −∂j∂k log(h) F ′
kj

= −∂j∂k log(h
′)

However

Fkj − F
′
kj

= −∂j∂k log(h) + ∂j∂k log(h
′)

= −∂j∂k log(
h

h′
)

But h
h′ is strictly positive C∞ function since

h ∈ L−1 ⊗ L−1
, h′ ∈ L−1 ⊗ L−1

=⇒ h

h′
∈ 1 =⇒ C∞ function > 0

Then say
h

h′
= eϕ for certain ϕ ∈ C∞

Now

Fkj − F
′
kj

= −∂j∂kϕ

i(Fkj − F
′
kj
)dzj ∧ dzk = −i∂j∂kϕdz

j ∧ dzk

= −i∂∂ϕ = −i(∂ + ∂)∂ϕ

= −id(∂ϕ) exact form

Hence
[F ]dR = [F ′]dR
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Fact. Suppose we have Σ complex 1-dim submanifold of X. Then L|Σ is still a line bundle, and h|L|Σ
is a

metric. Then F is a curvature form which restricts to Σ. Thusˆ
Σ

F is a intrinsic

Let ψ be any meromorphic function of L|Σ, which is not identically 0. Then we can prove the following

1

2π

ˆ
Σ

F = # zeros of ψ −# poles of ψ
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3 Connections and Curvature of Vector Bundles

On an open set of Cn, a vector-valued function φ : Cn → CN is of the following form

φ(z) =

φ1(z)
...

φN (z)

 here N is the rank

To deal with global notions, we again need some gluing rules. Let

X :=
⋃
µ

Xµ coordinate charts

A vector bundle E → X is given by matrix-valued transition functions

{tµναβ(z)} on Xµ ∩Xν

and we define gluing rule

φ ∈ Γ(X,E) ⇐⇒ φα
µ(zµ) on Xµ satisfying φα

µ(zµ) = tµν
α
β(z)φ

β
ν (zν) on Xµ ∩Xν

Explicitly. φ
1
µ(zµ)
...

φN
µ (zµ)

 =

 tµν
1
1 · · · tµν

1
N

... · · ·
...

tµν
N

1 · · · tµν
N

N


φ

1
ν(zν)
...

φN
ν (zν)

 on Xµ ∩Xν

We always assume transition functions are holomorphic, hence it is holomorphic vector bundle.

3.1 Covariant Derivatives of Sections of Vector Bundles

Let E → X be complex vector bundle. We want to equip E with metric Hαβ . Take

φ = φα
µ(zµ) = φα(z) ∈ Γ(X,E)

In the ∂-direction
∇kφ

α = ∂kφ
α ∈ Γ(X,E ⊗ Λ1,0) = Γ(X,E ⊗ Λ0,1)

To construct ∇j , we need the notion of a metric H on E. If φ ∈ Γ(X,E)

φαφβHβα > 0 φ ̸= 0

with Hβα satisfying the condition that this expression is a scalar, i.e.

φα
µ(zµ)φ

β
µ(zµ)Hβα(zµ) = φγ

ν(zν)φ
δ
ν(zν)Hδγ(zν) on Xµ ∩Xν

Definition 3.1. H = Hαβ is metric on E if

φαHαβφ
β is a scalar

Hence we’ve obtained a transformation law for Hβα(zµ) and Hδγ(zν). We can now generalize the formula

∇jφ = h−1∂j(hφ)

in the case of line bundle. Define the inverse of Hβα by the following equation.

HγβHβα = δγα identity matrix

Similarly

HβαH
αλ = δλ

β

We now define the covariant derivative using a Key Formula.

Definition 3.2 (Chern Unitary Connection Covariant Derivative).

∇jφ
α := Hαγ∂j(Hγβφ

β) ∈ Γ(X,E ⊗ Λ1,0) (3)

One shall observe this generalizes (1).
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Components and Matrix Notation. Write φα =

φ1

...
φN

 as vector bundle of rank N . Write

ψβ = (ψ1, · · · , ψN )

Write

Mα
β =

M1
1 · · · M1

N

... · · ·
...

MN
1 · · · MN

N


Write matrix multiplication

(PQ)αβ = Pα
γQ

γ
β where the first γ is row index and the second γ is column

Similarly, we can multiply matrices with the type

Kλα Lµβ

For example

HαγKγαH
αµKµβ

Example 3.1 (Writing covariant derivative in Components and Matrix Notation).

∇jφ
α = Hαγ∂j(Hγβφ

β)

In components

(∇jφ)
α = (H−1∂j(Hφ))

α

and in matrix notation
∇jφ = H−1∂j(Hφ)

3.2 Curvature of Vector Bundle

We want to know in which way they do not commute. Now we compute the commutators.

[∇j ,∇k]φ = ∂j∂kφ− ∂k∂jφ = 0 as standard formulas in flat spaces

[∇j ,∇k]φ = ∇j(H
−1∂k(Hφ))−∇k(H

−1∂j(Hφ))

= H−1(∂j(H(H−1∂k(Hφ)))−H−1∂k(H(H−1∂j(Hφ))))

= H−1∂j∂k(Hφ)−H−1∂k∂j(Hφ)

= H−1(∂j∂k − ∂k∂j)(Hφ) = 0 standard derivatives commute

Here comes the most important one.

[∇j ,∇k]φ
α = ∇j∇kφ−∇k(∇jφ)

= H−1∂j(H∂kφ)− ∂k(H
−1∂j(Hφ))

= H−1∂j(H∂kφ)− ∂k(H
−1 ((∂jH)φ+H∂jφ))

= (H−1∂jH)∂kφ+H−1H∂j∂kφ−H
−1H∂k∂jφ− ∂k(H

−1∂jHφ)

= −{∂k(H
−1∂jH)}φα

= Fkj
α

β
φβ

[∇j ,∇k]φ = Fkjφ in matrix notation

where
Fkj

α

β
:= −∂k(H

αγ∂jHγβ)

Definition 3.3 (Curvature of Vector Bundles). The curvature of E w.r.t. Hαβ is

Fkj
α

β
:= −∂k(H

αγ∂jHγβ) (4)

Notice that in matrix notation
Fkj = −∂k(H

−1∂jH)

Also notice that F is a section of Λ1,1 ⊗ End(E)
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Now we discuss Connection Form.

Definition 3.4 (Connection Form). Recall that

∇kφ = ∂kφ

∇jφ = H−1∂j(Hφ)

= H−1H∂jφ+H−1(∂jH)φ = ∂jφ+H−1(∂jH)φ

We define the connection form as
A := (H−1∂jH)dzj

i.e.
A = dzjAα

jβ + dzkAα
kβ

with

Aα
jβ = (H−1∂jH)αβ = Hαγ∂jHγβ

Aα
kβ

= 0 no correction in ∂-direction

Hence

A = dzjAα
jβ in component notations

= dzjAj Aj is a matrix, Aj = H−1∂jH matrix notation

Now we introduce the basic formula for the curvature.

Definition 3.5 (Curvature Form).

F ≡ iFkj
α

β
dzj ∧ dzk ∈ Γ(X,Λ1,1 ⊗ End(E))

But for simplicity we drop i since its cumbersome.

F := Fkj
α

β
dzj ∧ dzk

Lemma 3.1 (Basic formula for the curvature).

F = dA+A ∧A

The particular combination on the RHS transforms well even though A itself does not.

Proof. We compute the RHS.

dA = d(
∑
j

dzjAj) later we drop summation in j

= (∂ + ∂)(dzjAj)

= dzk(∂kAj) ∧ dzj + dzk(∂kAj) ∧ dzj

= −∂kAjdz
j ∧ dzk + dzk(∂kAj) ∧ dzj

= Fkjdz
j ∧ dzk + (∂kAj)dz

k ∧ dzj

Now

∂kAj = ∂k(H
−1∂jH) = (∂k(H

−1))∂jH +H−1∂k∂jH

We claim that
∂k(H

−1) = −H−1∂jHH
−1 = −H−2∂jH (5)

To check the claim (5) we note

H−1H = 1

∂k(H
−1H) = 0

∂k(H
−1)H +H−1∂kH = 0

∂k(H
−1) = −H−1∂kHH

−1

14



Thus

∂kAj = −H−1(∂kH)H−1∂jH +H−1∂k∂jH

∂kAjdz
k ∧ dzj = −(H−1∂kH)dzk ∧ (H−1∂jH)dzj +H−1(∂k∂jH)dzk ∧ dzj

But the last term is 0 due to anti-commute. Hence

∂kAjdz
k ∧ dzj = −Akdz

k ∧Ajdz
j

= −A ∧A in matrix notation

As a summary

dA = F −A ∧A
F = dA+A ∧A

Theorem 3.1 (Second Bianchi Identity).

dF +A ∧ F − F ∧A = 0

Proof. We compute

dF = d(dA+A ∧A)
= 0 + d(A ∧A)
= (dA) ∧A+ (−1)A ∧ dA
= (dA+A ∧A) ∧A−A ∧ (dA+A ∧A)
= F ∧A−A ∧ F

Remark 3.1. One can think of Second Bianchi Identity as

dAF = 0

where dA is the extension of exterior differential.

A bit review

Remark 3.2 (Identities for the Curvature).

∇kφ
α = ∂kφ

α

∇jφ
α = Hαγ∂j(Hγβφ

β)

= Hαγ
(
∂jHγβφ

β +Hγβ∂jφ
β
)

= δαβ∂jφ
β + (Hαγ∂jHγβ)φ

β

= ∂jφ
α + (Hαγ∂jHγβ)φ

β

∇ℓφ
α = ∂ℓφ

α +Aα
ℓβφ

β

Provided

Aα
kβ

= 0 ℓ = k in the ∂-direction

Aα
jβ = Hαγ∂jHγβ

= H−1∂jH ℓ = j in the ∂-direction

For Matrix connection

A = Aα
ℓβ

= dzjAα
jβ Aα

jβ := (H−1∂jH)αβ

Then we have

Fkj = −∂kAj

F = dA+A ∧A

and the second Bianchi Identity
dF +A ∧ F − F ∧A = 0
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3.3 Induced Connections

To appreciated the second Bianchi Identity, we need to understand induced connections. What are these?
Notice A vector bundle E gives rise to many other bundles.

Definition 3.6 (E∗ Dual Bundle). The sections ψα of E∗ can be paired with the sections φα of E to produce
scalars. Given

φ ∈ Γ(X,E), ψ ∈ Γ(X,E∗)

one define E∗ by requiring an association

ψαφ
α gives a scalar

Now for transition functions
ψµαφ

α
µ = ψνβφ

β
ν on Xµ ∩Xν

This is transition law for ψµα and ψνβ. Thus given E vector bundle, we obtain E∗ as dual vector bundle.

Definition 3.7 (Induced Connection on Dual Bundle). A connection on E, i.e., a way of differentiating sections
of E, induces a connection on E∗. We obtain the induced connection by requiring the Leibniz Rule holds. Indeed,
if Leibniz Rule holds,

∂ℓ(ψαφ
α) = (∇ℓψα)φ

α + ψα(∇ℓφ
α) (6)

Notice

1. ψαφ
α is scalar of ∂ℓ on LHS is standard derivative.

2. ∇ℓφ
α is connection on E

3. Now we solve for ∇ℓψα.

Explicitly.

(∂ℓψα)φ
α + ψα(∂ℓφ

α) = (∇ℓψα)φ
α + ψα(∂ℓφ

α +Aα
ℓβφ

β)

(∂ℓψα)φ
α = (∇ℓψα)φ

α + ψαA
α
ℓβφ

β

= (∇ℓψα)φ
α + ψβA

β
ℓαφ

α

∂ℓψα = ∇ℓψα + ψβA
β
ℓα

∇ℓψα := ∂ℓψα − ψβA
β
ℓα connection on E∗

Recall
∇ℓφ

α = ∂ℓφ
α +Aα

ℓβφ
β is connection on E

Notice in matrix notation

∇ℓψ = ∂ℓψ − ψAℓ

∇ℓφ = ∂ℓφ+Aℓφ

We have both the sign difference, and that square matrix(connection form) multiplying on Left and Right differ.
In particular

∇jψα := ∂jψα − ψβ(H
βγ∂jHγα) ∀ j = 1, · · · , n

∇kψα := ∂kψα ∀ k = 1, · · · , n

Definition 3.8 (Product Vector Bundle). Now suppose we have 2 holomorphic vector bundles E and Ẽ. Then
we can construct

E ⊗ Ẽ as product vector bundle

with its transition functions as the product of the transition functions of E and Ẽ.

Definition 3.9 (Connection on Product Vector Bundle). In particular if we have connections ∇ and ∇̃ on E
and Ẽ, we again obtain a connection on the tensor product E ⊗ Ẽ via imposing Leibniz rule. More explicityly
for

φ ∈ Γ(X,E), φ̃ ∈ Γ(X, Ẽ)

we have
φφ̃ ∈ Γ(X,E ⊗ Ẽ)

and Leibniz rule requires
∇(φφ̃) = (∇φ)φ̃+ φ(∇̃φ̃) (7)
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Explicitly.

∇ℓ(φφ̃)
αα̃ = (∇ℓφ

α)φ̃α̃ + φα(∇ℓφ̃
α̃)

= (∂ℓφ
α +Aα

ℓβφ
β)φ̃α̃ + φα(∂ℓφ̃

α̃ + Ãα̃
ℓβ̃
φ̃β̃)

= ∂ℓ(φφ̃)
αα̃ +Aα

ℓβφ
βφ̃α̃ + Ãα̃

ℓβ̃
φαφ̃β̃

The connection form on E ⊗ Ẽ is just
Aℓ + Ãℓ

Definition 3.10 (Endomorphism End(E)). Let E be a vector bundle, and let End(E) be the vector bundle of
endomorphism

T = Tα
β ∈ Γ(X,End(E))

i.e.,
End(E) = E ⊗ E∗

Definition 3.11 (Connection on End(E)). If ∇ is connection o E and φ ∈ Γ(X,E) with

∇ℓφ
α = ∂ℓφ

α +Aα
ℓβφ

β

then
∇ℓT

α
β := ∂ℓT

α
β +Aα

ℓγT
γ
β − T

α
γ A

γ
ℓβ

where

1. Aα
ℓγT

γ
β is the connection on E

2. and Tα
γ A

γ
ℓβ is the connection on E∗.

In matrix notation

∇ℓT = ∂ℓT +AℓT − TAℓ

= ∂ℓT + [Aℓ, T ]

We care because we want to differentiate the curvature, which is an endomorphism. Back to

Fkj
α

β
∈ Γ(X,Λ1,1 ⊗ End(E))

we want
∇ℓFkj := ∂ℓFkj +AℓFkj − FkjAℓ

In the second Bianchi Identity
0 = dF +A ∧ F − F ∧A

i.e., if

Definition 3.12 (Exterior Derivative dA). we define dA on Γ(X,Λp ⊗ End(E)) by

T =
1

p!

∑
Tℓ1,··· ,ℓp

α
β
duℓ1 ∧ · · · ∧ duℓp p-form

dAT :=
1

p!

∑
dum∇mTℓ1,··· ,ℓp

α
β
∧ duℓ1 ∧ · · · ∧ duℓp defines the exterior derivative

By Second Bianchi Identity this yields
dAF = 0

3.4 Chern-Weil Theory

Let E → X be a holomorphic vector bundle. We let Hαβ be a metric on E. Recall the curvature form

Fkj
α

β
dzj ∧ dzk

depends on the metric. But in fact the characteristic classes do not depend on the metric.
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Definition 3.13 (Characteristic Class). We can define for each p ≥ 1 the object

cp(F ) := Tr(F ∧ · · · ∧ F ) p-factors of F

Since F is a (1, 1)-form, valued in End(E), this gives

F ∧ · · · ∧ F wedge p times gives a (p, p)-form valued in End(E)

Hence
Tr(F ∧ · · · ∧ F ) is a (p, p)-form

Then Chern-Weil says

Theorem 3.2 (Chern-Weil). 1. cp(F ) is always a closed (p, p)-form, i.e.

dcp(F ) = 0

2. [cp(F )]dR, i.e., the equivalence class of cp(F ) mod exact forms is independent of the connection ∇, defines

[cp(F )] := {pth Chern Class}

Proof. Apply the second Bianchi Identity. We begin by proving (1). For simplicity we prove for p = 1 and
p = 2. For p = 1

c1(F ) = Tr(F )

1. To see c1(F ) is closed, we just differentiate by applying d

dc1(F ) = d(Tr(F )) = Tr(dF )

= Tr(−A ∧ F + F ∧A)
= 0

Since in general, given two square matrices M , N , we have MN ̸= NM but trace commutes Tr(MN) =
Tr(NM). This is due to

(MN)αβ =Mα
γ N

γ
β

(MN)αα =Mα
γ N

γ
α

= Nγ
αM

α
γ

= (NM)γγ

Tr(MN) = Tr(NM)

What we’re dealing with are forms. But this is indeed fine since F is 2 forms that commutes so

Tr(A ∧ F ) = Tr(F ∧A)
dc1(F ) = 0

2. To see independence of connection, given A and A′ as two connections, and let F , F ′ be the two corre-
sponding curvature form. The claim then is

c1(F )− c1(F ′) = d{ of Something}

The key observation is to set
A := A′ +B

If A and A′ are connections, this B is a 1-form, globally defined. Since

∇φ is globally defined, and ∇φ = ∂φ+Aφ

as well as
∇′φ is globally defined, and ∇′φ = ∂φ+A′φ

Then subtracting

∇φ−∇′φ is globally defined, and (A−A′)φ is globally defined

Let’s introduce the following one-parameter family of connections

At := A′ + tB
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linking A′ to A. Let

Ft be the curvature of At

Ft = dAt +At ∧At

Next we write things as

c1(F )− c1(F ′) = Tr(F )− Tr(F ′)

=

ˆ 1

0

d

dt
(Tr(Ft)) dt

=

ˆ 1

0

d

dt
(Tr(dAt +At ∧At)) dt

=

ˆ 1

0

Tr(dȦt + Ȧt ∧At +At ∧ Ȧt) dt

=

ˆ 1

0

Tr(dB +B ∧At +At ∧B) dt observe Ȧt = B

= d

(ˆ 1

0

Tr(B) dt

)
the latter cancel because A and B are one-forms

But since B is globally defined, this gives an exact form.

Now we prove the case for p = 2.
c2(F ) = Tr(F ∧ F )

1. First, we show c2(F ) is closed (2, 2)-form.

dc2(F ) = dTr(F ∧ F ) = Tr(dF ∧ F + F ∧ dF )
= 2Tr(dF ∧ F ) = 2Tr((−A ∧ F + F ∧A) ∧ F ) one apply the Bianchi identity

= 2Tr(−A ∧ F ∧ F +A ∧ F ∧ F ) = 0

2. Next, we show that [ c2(F ) ]dR is independent of the connection ∇. Once again, let ∇, ∇′ be two connec-
tions, and set

A = A′ +B globally defined form

One define
At := A′ + tB

so

At = A′ t = 0

At = A t = 1

and define
Ft := dAt +At ∧At

Next we write

c2(F )− c2(F ′) =

ˆ 1

0

d

dt
c2(Ft) dt

=

ˆ 1

0

Tr(Ḟt ∧ Ft + Ft ∧ Ḟt) dt

= 2

ˆ 1

0

Tr(Ḟt ∧ Ft) dt

Noticing

Ḟt = dȦt + Ȧt ∧At +At ∧ Ȧt

= dB +B ∧A+A ∧B

One has

c2(F )− c2(F ′) = 2

ˆ 1

0

Tr((dB +B ∧At +At ∧B) ∧ Ft) dt

= 2

ˆ 1

0

Tr(dB ∧ Ft) dt+ 2

ˆ 1

0

Tr((B ∧At +At ∧B) ∧ Ft) dt
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One would like to write the former as an exact differential.

ˆ 1

0

Tr(dB ∧ Ft) dt = d(

ˆ 1

0

Tr(B ∧ Ft) dt) +

ˆ 1

0

Tr(B ∧ dFt) dt

= d(

ˆ 1

0

Tr(B ∧ Ft) dt) +

ˆ 1

0

Tr(B ∧ (−At ∧ Ft) +B ∧ (Ft ∧At)) dt

Using cancellation one obtain

c2(F )− c2(F ′) = 2d(

ˆ 1

0

Tr(B ∧ Ft) dt)

as an exact form.
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4 Kähler Geometry

4.1 Introduction to Kähler Metric

Now we specialize to tangent bundle. Let

X =
⋃
µ

Xµ

be a complex manifold of dimension n.

Definition 4.1 (Tangent Bundle T 1,0). We consider the following vector bundle with transition functions

tµν
j
k(z) := (

∂zjµ
∂zkν

) on Xµ ∩Xν ∀ 1 ≤ j, k ≤ n

We define the tangent bundle T 1,0 where φ ∈ Γ(X,T 1,0) if any

φj
µ(zµ) on Xµ

satisfies the gluing rule
φj
µ(zµ) = tµν

j
k(z)φ

k
ν(zν)

On the vector bundle we pick a metric Hkj(z) on T
1,0, i.e, we want to let

|φ|2 = Hkjφ
kφj to be a scalar

Now we have a Chern Unitary Connection on T 1,0.

∇kφ
ℓ = ∂kφ

ℓ

∇jφ
ℓ = Hℓm∂j(Hmpφ

p)

As we recall

[∇j ,∇k]φ
ℓ = Rkj

ℓ

p
φp

Rkj
ℓ

p
= −∂k(H

ℓm∂jHmp) is the curvature

Question: Why are we using the Chern Unitary Connection? The Chern Unitary connection is dictated by two
conditions

1. We retain the complex structure via ∇kφ = ∂kφ

2. and it is unitary by definition.

However in the case of tangent bundles, there is another natural connection ∇LC , the Levi-Civita Connection,
which is dictated by

1. unitarity

2. and by the fact that it is torsion 0.

To understand torsion free, for
∇jφ

ℓ = ∂jφ
ℓ +Aℓ

jpφ
p

We can define

Definition 4.2 (Torsion Tensor).
T ℓ
jp := Aℓ

jp −Aℓ
pj

Remark 4.1. Notice this only makes sense for tangent bundles, since on a general bundle E → X,

∇jφ
α = ∂jφ

α +Aα
jβφ

β

where j is base index and β is fiber index. Hence for general bundle it doesn’t make sense to talk about torsion.
In general, the most convenient connections are the ones that have torsion zero.
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A natural question to ask is do these two connections lead to the same thing? These two conditions are quite
different. Not surprisingly, the Chern Connection and the Levi-Civita Connection are different.

∇ ≠ ∇LC

Question: are there metrics Hkj for which

∇ = ∇LC

This is non-trivial. We call these metrics Kähler.

Definition 4.3 (Kähler Metric). A metric Hkj on T 1,0(X) is said to be Kähler if

T ℓ
jp = 0 i.e. Aℓ

jp = Aℓ
pj

But this condition actually has a lot of remarkable properties for the manifold.

4.1.1 Global Implications of the Kähler Condition

For this we introduce

Definition 4.4 (Kähler Form). Given a metric gkj on Tangent Bundle T 1,0, we create the (1, 1)-form

ω = igkjdz
j ∧ dzk

Lemma 4.1 (Characterisation of Kähler Metric). gkj is Kähler iff

dω = 0

i.e.
∂ℓgkj = ∂jgkℓ (8)

Proof. It suffices to just compute.

dω = id(gkjdz
j ∧ dzk)

= i(dgkj ∧ dz
j ∧ dzk)

= i

(
∂

∂zℓ
gkjdz

ℓ +
∂

∂zℓ
gkjdz

ℓ

)
∧ dzj ∧ dzk

=
i

2

(
(
∂

∂zℓ
gkj −

∂

∂zj
gkℓ)dz

ℓ ∧ dzj ∧ dzk + (
∂

∂zℓ
gkj −

∂

∂zk
gℓj)dz

ℓ ∧ dzj ∧ dzk
)

Hence dω = 0 implies both

∂

∂zℓ
gkj −

∂

∂zj
gkℓ = 0

∂

∂zℓ
gkj −

∂

∂zk
gℓj = 0

We observe now that these are exactly the same as

T ℓ
jp = 0

Indeed
Aℓ

jp = Aℓ
pj =⇒ gℓm∂jgmp = gℓm∂pgmj

4.1.2 Key Themes

Assume now that our manifold X is compact. The reason we do so is because we want to talk about the
cohomology classes. Then a Kähler metric has an associated cohomology class. Recall

[ω ]dR := {equivalence class of ω modulo exact forms}

The Key theme in complex geometry is

1. Fix a Kähler class [ω ]dR.

2. Is there a representative metric in this given class with ‘best’ curvature properties?
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3. Such a metric is called the canonical metric.

The answer: ‘Best’ will turn out to be metrics of constant scalar curvature and whether they exist is a deep
and very hard question, which is the analogue in complex geometry of Einstein’s Equation. Our program:

1. Understand better the curvature tensor of Kähler metrics (e.g. First Bianchi Identity, and properties of
the Ricci Curvature tensor).

2. Constant scalar curvature condition becomes an explicit 2nd order non-linear PDE.

3. We can solve this PDE in some very important cases (e.g. Yau’s solution of the Calabi conjecture).

4.2 Curvature Tensors of Kähler Metrics

Let X be a complex manifold, and gkj be a Kähler metric.

Definition 4.5 (Curvature Tensor of Kähler Metric). Recall in general that the curvature of a metric gkj is of
the following form

Rkj
ℓ

p
:= −∂k(g

ℓm∂jgmp)

as special case of Fkj
α

β
. Introduce lowering index

Rkjqp := gqℓRkj
ℓ

p

Definition 4.6 (Ricci Tensor). Ricci curvature is the contraction of the full curvature

Rkj := Rkj
ℓ

ℓ

and the Ricci form
Ric(ω) := iRkjdz

j ∧ dzk

Lemma 4.2 (First Bianchi Identity). One has the First Bianchi Identity

Rkjqp = Rqjkp = Rqpkj (9)

i.e., we can permute 1, 3 indices and 2, 4 indices.

Proof. We compute

Rkjqm = gqℓ(−∂k(g
ℓp∂jgpm))

= −gqℓ
(
∂k(g

ℓp)∂jgpm + gℓp∂k∂jgpm
)

Notice we have formula
∂k(g

ℓp) = −gℓr(∂kgrs)g
sp

In matrix notation this is
∂k(G

−1) = −G−1(∂kG)G
−1

To see this we know

G−1G = I

∂k(G
−1)G+G−1∂kG = 0

∂k(G
−1) = −G−1∂kGG

−1

Hence we use this formula and substitute to above.

Rkjqm = gqℓg
ℓr(∂kgrs)g

sp∂jgpm − gqℓgℓp∂k∂jgpm
= gqℓg

ℓr(∂kgrs)g
sp∂jgpm − ∂k∂jgqm since gqℓg

ℓp = δpq

Now to interchange indices, using that gqℓg
ℓr = δrq one has

Rkjqm = (∂kgqs)g
sp∂jgpm − ∂k∂jgqm

One may indeed interchange k and q, and j and m using the Kähler property (8).

Lemma 4.3 (Ricci: The fundamental identity in Kähler Geometry). Given Ricci curvature tensor Rkj, one
has the explicit form

Rkj = −∂j∂k log(det(gqp)) (10)
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Proof.

Rkj = Rkj
ℓ

ℓ

= −∂k(g
ℓp∂jgpℓ)

It suffices to prove
gℓp∂jgpℓ = ∂j log det(gpℓ)

Notice in matrix notation G = (gpℓ) this is

Tr(G−1∂jG) = ∂j log(det(G))

Assume that G is diagonal, i.e.,

G =

λ1 · · · · · ·

· · ·
... · · ·

· · · · · · λn


Then

log(det(G)) = log(
∏
ℓ

λℓ)

=
∑
ℓ

log(λℓ)

∂j(log(det(G))) =
∑
ℓ

∂j log(λℓ) =
∑
ℓ

∂jλℓ
λℓ

= Tr(G−1∂jG)

Hence we have the fundamental identity in Kähler Geometry

Rkj = −∂k∂j log(det(gpℓ))

Alternative Proof of (10) using forms. We claim the basic identity we need is the following: if

T = iTkjdz
j ∧ zk

Then

T ∧ ωn−1

(n− 1)!
= (Tr(T ))

ωn

n!
(11)

where Trace denotes the contraction
Tr(T ) := gjkTkj

To check this, assume that both are diagonal, i.e.

T = i
∑
ℓ

Tℓℓdz
ℓ ∧ dzℓ

and
ω = i

∑
k

ωkkdz
k ∧ dzk

Then up to some constant

T ∧ ωn−1 = (i
∑
ℓ

Tℓℓdz
ℓ ∧ dzℓ) ∧ (i

∑
k1

ωk1k1
dzk1 ∧ dzk1) ∧ · · · ∧ (i

∑
kn−1

ωkn−1kn−1
dzkn−1 ∧ dzkn−1)

= Tℓℓ(
∏
p ̸=ℓ

gpp)(dz
1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn)

=
∑
ℓ

(g−1

ℓℓ
)Tℓℓ(

∏
p

gpp)(dz
1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn) = gmℓTℓmω

n

We would like to use this formula to apply to Ricci curvature. Take the form

ω = igkjdz
j ∧ dzk
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Then the variation writes

δ log(ωn) =
δ(ωn)

ωn
=
δ(ω ∧ · · · ∧ ω)

ωn

=
1

ωn
((δω ∧ · · · ∧ ω) + · · ·+ (ω ∧ · · · ∧ δω))

= n
δω ∧ ωn−1

ωn

= n
Tr(δω)

ωn

ωn

n!
(n− 1)! = Tr(δω) = gjkδωkj = gqmδgmq

where in the last line we used the trace identity. So in particular

∂j(log(ω
n)) = gqm∂j(gmq)

Rkj = −∂k(g
qm∂jgmq) = −∂k∂j log(ω

n)

And we obtain in forms
Rkj = −∂k∂j(log(ω

n)) (12)

Remark 4.2 (Geometric Consequence). Observe that gpℓ is a metric on T 1,0(X). This implies

det(gpℓ)

is a metric on ΛnT 1,0(X) the maximum wedge power.

Definition 4.7. If V1, · · · , Vn are sections of T 1,0(X), then

V1 ∧ · · · ∧ Vn

is a section of ΛnT 1,0(X).

Hence transition functions of ΛnT 1,0(X) correspond to det(gpℓ). Notice ΛnT 1,0(X) is a Line Bundle.

In the following we reinterpret (10). Set
K−1

X := ΛnT 1,0(X)

Then

−∂k∂j log det(gpℓ) = −∂k∂ℓ log(metric h on K−1
X ) = c1(h)

Notice the RHS is the curvature of K−1
X . Moreover assume that X is compact, then

[ c1(h) ]dR = c1(K
−1
X )

Lemma 4.4 (Ricci Form). Given Ricci form Ric(ω)

d(Ric(ω)) = 0

[Ric(ω) ]dR = c1(K
−1
X )

Where K−1
X is the maximum wedge powers of T 1,0. This is ‘Anti-canonical Bundle’

Proof. To see Ric(ω) is closed form, notice

dRic(ω) = −i(∂ + ∂)∂∂(log(ωn))

= −i(∂2∂ + ∂∂∂)(log(ωn))

= −i∂∂∂(log(ωn)) using ∂2 = 0

= i∂∂
2
(log(ωn)) using ∂∂ + ∂∂ = 0

= 0 using ∂
2
= 0
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4.3 Calabi-Yau

Given X a compact, n-dim complex manifold.

Remark 4.3 (Calabi Conjecture). Given a tensor Tkj (1, 1)-form, is there a Kähler metric ω for which

Ric(ω) = T

i.e.
Rkj(ω) = Tkj

where
T = iTkjdz

j ∧ dzk

Remark 4.4 (Necessary conditions on Calabi Conjectures). Clearly, a necessary condition is that T is closed
(dT = 0) since

Ric(ω) = i∂∂ log(det(g)) =⇒ dRic(ω) = (∂ + ∂)i∂∂ log(det(g)) = 0

since ∂2 = ∂
2
= 0. Also one needs

[T ]dR = [Ric(ω) ]dR = c1(K
−1
X )

Hence, if there exists ω s.t.
Ric(ω) = T

then we must have
c1(K

−1
X ) = [Ric(ω) ]dR = [T ]dR

necessary condition for the solvability of the Einstein’s equation

[T ] = c1(K
−1
X )

Proof of Remark 4.4. Notice (12)

Ric(ω) = −i∂∂ log(ωn)

But ωn is an (n, n)-form, i.e., a section of
KX ⊗KX

where KX is the line bundle whose sections involve

f(z)dz1 ∧ · · · ∧ dzn

So KX is really the bundle of n-forms. This implies ωn is a metric on K−1
X . Why? A metric on a line bundle

L is by definition, a strictly positive section of

L−1 ⊗ L−1

Now let L := K−1
X we see that a metric on L is thus a positive section of KX ⊗KX . Thus

Ric(ω) = −i∂∂(log(ωn))

is precisely the curvature of the bundle K−1
X . Thus

[ Ric(ω) ]dR = c1(K
−1
X )

is independent of ω.

Proposition 4.1 (Calabi Conjecture; S.T. Yau 1976). Given T satisfying dT = 0 and

[T ]dR = [Ric(ω) ]dR = c1(K
−1
X )

Then in any Kähler class [ω0 ], there exists a unique ω ∈ [ω0 ] with

Ric(ω) = T

Corollary 4.1. In particular, suppose that we’re on a manifold with 0 Chern class

c1(K
−1
X ) = 0

Then in any Kähler class [ω0 ], there exists a unique Kähler metirc ω ∈ [ω0 ] with

Ric(ω) = 0

Back then people didn’t know whether metric with zero Ricci curvature exists. Then this is striking.

Remark 4.5. Observe the equation
Ric(ω) = 0

is the Euclidean analogue of Einstein’s Equation in vacuum

Rkj = 0
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4.3.1 Reduction to PDE

How did Yau solve it? Reduction to partial differential equations.

Lemma 4.5 (∂∂-lemma). Let [ω0 ] be a Kähler class. Then

ω ∈ [ω0 ] ⇐⇒ ω = ω0 + i∂∂φ, ω0 + i∂∂φ > 0, φ is unique up to an additive constant

Up to an additive constant
ω ⇐⇒ φ (scalar function) Kähler potential

We can try solving for φ in the following way. We want to solve

Ric(ω) = T

Ric(ω)− Ric(ω0) = T − Ric(ω0)

−i∂∂ log(ωn) + i∂∂ log(ωn
0 ) = T − Ric(ω0) in the same class c1(K

−1
X )

−i∂∂ log(ω
n

ωn
0

) = i∂∂f for some f well-defined up to constant, using ∂∂-Lemma 4.5

− log(
ωn

ωn
0

) = f since
ωn

ωn
0

is a scalar function

ωn

ωn
0

= e−f

ωn = ωn
0 e

−f

(ω0 + i∂∂φ)n = ωn
0 e

−f using ∂∂-Lemma 4.5 once again, since we assume ω ∈ [ω0 ]

This is the well-known Monge-Ampère Equation. Notice i∂∂φ essentially involves the Hessian of φ. In coordi-
nates, the equation is

det((g0)kj + ∂j∂kφ) = (det(g0)kj)e
f

This is very nonlinear second order equation. This is solved by Yau, a big achievement in 1976. Idea is to use
the Method of Continuity.

4.3.2 Method of Continuity

Imagine we have a space of equations. Imagine somewhere a point in the space, which is a equation that we
want to solve. The key idea is to look at some other equation in the space such that we know how to solve. We
want to connect these two equations via a path. We need requirements

1. Suppose at any point on the path that we can solve, we can solve for nearby equations. We hope to go
all the way to the equation we want to solve.

2. But there is danger that the neighborhood for the equation we can solve becomes smaller and smaller and
we cannot reach beyond. We need to guarantee that we do not get stuck. In order to show we do not get
stuck, we need the idea of ‘a priori estimate’, the key in Partial Differential Equations. We need to prove
the a priori estimate.

In this history one have all a priori estimates but for one. Yau gave the estimate and won the fields medal.

4.4 Solving Monge-Ampère Equation using Method of Continuity

Fix X complex compact manifold and ω0 Kähler form and f(z) scalar function. We want to solve

(ω0 + i∂∂φ)n = ωn
0 e

f(z) (13)

ω0 + i∂∂φ > 0

Recall that

T (z)− Ric(ω0) = i∂∂f for some f only determined up to an additive constant
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4.4.1 Path of Equations

Set

ω = ω0 + i∂∂φ

ω > 0 ⇐⇒ ω is a metric

The equations that we know how to solve is

(ω0 + i∂∂φ)n = ωn
0

The solution is just φ = 0.

Remark 4.6 (Necessary condition). Observe a necessary condition for the existence of solutions to

(ω0 + i∂∂φ)n = ωn
0 e

f

is that ˆ
X

ωn
0 e

f =

ˆ
X

ωn
0 (14)

Proof. Indeed the equation implies
ˆ
X

ωn
0 e

f =

ˆ
X

(ω0 + i∂∂φ)n

=

ˆ
X

ωn
0 + C(ωn−1

0 i∂∂φ) + C(ωn−2
0 (i∂∂φ)2) + · · ·+ C(i∂∂φ)n

We claim that ˆ
X

ωn−1
0 i∂∂φ = 0

Indeed, using Integration by parts
ˆ
X

ωn−1
0 i∂∂φ =

ˆ
X

∂(ωn−1
0 i∂φ) since ∂ωn−1

0 = (n− 1)(∂ω0)ω
n−2
0 but ∂ω0 = 0 since it is Kähler

=

ˆ
X

∂∂(ωn−1
0 iφ)

=

ˆ
X

(∂ + ∂)∂(ωn−1
0 iφ) since ∂

2
= 0

=

ˆ
X

d(∂(ωn−1
0 iφ)) =

ˆ
∂X

∂(ωn−1
0 iφ) = 0 using ∂X = ∅

Now we make a choice of a path of equations linking what we want to solve, i.e., (13)

(ω0 + i∂∂φ)n = ωn
0 e

f

to the equation that we know how to solve

(ω0 + i∂∂φ)n = ωn
0

The candidate is
(ω0 + i∂∂φ)n = ωn

0 e
tf+ct , ω0 + i∂∂φ > 0 ∀ 0 ≤ t ≤ 1 (15)

We need to verify the necessary condition (14) as well, so we need{
(ω0 + i∂∂φ)n = ωn

0 e
tf+ct´

X
ωn
0 e

tf+ct =
´
X
ωn
0

∀ 0 ≤ t ≤ 1 (16)

Proof that the path (16) is reasonable with proper choice of ct.

ect
ˆ
X

ωn
0 e

tf =

ˆ
X

ωn
0

ect =

´
X
ωn
0´

X
ωn
0 e

tf

ct = log(

´
ωn
0´

X
ωn
0 e

tf
)
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Clearly at t = 0 one has ct = 0, while at t = 1

ct = log(

´
ωn
0´

X
ωn
0 e

f
) = log(1) = 0

Thus with choice of ct

ct = log(

´
ωn
0´

X
ωn
0 e

tf
) (17)

we can choose the path (15).

We notice

t = 0 =⇒ φ = 0 with c0 = 0

t = 1 =⇒ (ω0 + i∂∂φ)n = ωn
0 with c1 = 0

Remark 4.7. If we can solve the equation (15) for some value t0, then we can solve it for t close enough to t0.

We formally define the interval
I := {t ∈ [0, 1] | (15) admits a solution} (18)

It is clear that 0 ∈ I. By method of continuity, if we’re further able to show I is both closed and open, then by
connectedness I = [0, 1] the whole interval, and thus our equation (13) is solvable.

4.4.2 Open interval: Implicit Function Theorem

Proof that interval I (18) is open. For any t ∈ I, we want to show (t− δ, t+ δ) ⊂ I for some δ > 0 sufficiently
small. From this we consider the map

(t, φ) 7→ F(t, φ) := (ω0 + i∂∂φ)n

ωn
0

− eft

where
ft := tf + ct

and we apply the Implicit Function Theorem to be discussed in Lemma 4.6.

Let’s recall the implicit function theorem from Calculus.

Remark 4.8 (Implicit Function Theorem). Suppose we want to solve an equation of the type

F (t, x) = 0

and we have one solution
F (t0, x0) = 0

Indeed for proper F , around the fixed t0 one has a solution in the small neighborhood. But the danger is when
the graph F is vertical at t0 so on one side one has no solution, but on the other side there are two. But this is
equivalent to say

∂F

∂x
(t0, x0) = 0

So it suffices to require
∂F

∂x
(t0, x0) ̸= 0

Lemma 4.6 (Implicit Function Theorem on Banach Spaces). Let B1 and B2 be Banach Spaces, and consider
a map

F : R×B1 → B2 (t, x) 7→ F(t, x)

and we assume
F(t0, x0) = 0

We assume also the following that F ∈ C1, and

∂F
∂x

(t0, x) is invertible with bounded inverse as a mapping B1 → B2

Then there exists an interval (t0 − ε, t0 + ε) with the property that there exists a neighborhood V of x0 s.t. the
following is true: for any t ∈ (t0 − ε, t0 + ε), there exists a unique x ∈ V that satisfies

F(t, x) = 0
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In our case, what is the function F that we want? We want

(t, φ)
F→ F(t, φ) := (ω0 + i∂∂φ)n

ωn
0

− eft (19)

where
ft := tf + ct

We also need to specify what B1 and B2 are. A naive choice would be

B1 = C2

B2 = C0

But these naive choices do not work since they’re hard to manipulate. The good choices are in fact, for fixed
α ∈ (0, 1), and choose

B1 := C2,α(X)

B2 := C0,α(X)

where Ck,α(X) are Hölder Spaces defined as follows

Definition 4.8 (Hölder Spaces on R2n). Consider Ω ⋐ R2n.

C0,α(Ω) := {ψ functions on Ω | sup |ψ(x)|+ sup
x̸=y

|ψ(x)− ψ(y)|
|x− y|α

<∞}

and for k ∈ N
C0,α(Ω) := {ψ functions on Ω | Dβψ ∈ C0,α for all β with |β| ≤ k}

What about on complex manifold X?

Definition 4.9 (Ck,α(X)). For φ functions on X, it corresponds to ψµ(zµ) on Φµ(Xµ) so we require ψµ ∈ Ck,α

for all µ.

But in fact, to address subsequent uniqueness, we choose

B1 := {φ ∈ C2,α(X) |
ˆ
X

ωn
0φ = 0} (20)

B2 := {ψ ∈ C0,α(X) |
ˆ
X

ωn
0ψ = 0} (21)

Lemma 4.7. With B1 and B2 as in (20) and (21), and F as in (19), the map

∂F
∂φ

(t0, φ) : B1 → B2 is invertible with bounded inverse

Remark 4.9. How to understand ∂F
∂φ ?

1. For function of one variable f : R→ R, differentiability is

∆f = δf + o(δf)

f ′(x) =
δf

δx

2. For functions of several variables
f : Rn → Rd

Consider a change
δx : h→ δf

Then the derivative in the direction h is

δf

δx
h 7→ δf

δx

which is a linear map from Rn → Rd.
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3. For function on Banach Space
F : B1 → B2

Given a direction h ∈ B1 let δf be the increase corresponding to (δx)h the derivative is

h 7→ δf

δx

Proof. We begin by computing

F =
(ω0 + i∂∂φ)n

ωn
0

− eft

δF =
δ(ω0 + i∂∂φ)n

ωn
0

since ft does not depend on φ

= n
δ(ω0 + i∂∂φ) ∧ (ω0 + i∂∂φ)n−1

ωn
0

= n
i∂∂(δφ) ∧ (ω0 + i∂∂φ)n−1

ωn
0

since δω0 = 0 and that δ(∂∂φ) = ∂∂(δφ)

One recall the identities (11)

T ∧ ωn−1

(n− 1)!
= (Tr(T ))

ωn

n!
Tr(T ) := gjkTkj

Here for the choice with

ω = ω0 + i∂∂φ

ω = igkjdz
j ∧ dzk

One may take

T = i∂j∂k(δφ) or in matrix notation T = i∂∂(δφ)

Tr(T ) = gjk∂j∂k(δφ) = ∆ω(δφ)

Thus

δF = (Tr(T ))
ωn

ωn
0

= ∆ω(δφ)
ωn

ωn
0

Let h ∈ B1 be a given direction, and let
δφ = (δx)h

Consider

h 7→ δF
δx

=
1

δx
∆ω((δx)h)

ωn

ωn
0

= (∆ωh)
ωn

ωn
0

This is the formula. We first address Invertibility of ∂F
∂φ . For our

B1
δF→ B2

∂F
∂φ is invertible means that, setting h = δφ

∀ ψ ∈ B2, there exists unique h ∈ B1 s.t. (∆ωh)
ωn

ωn
0

= ψ

The equation can thus be rewritten as

(∆ωh)
ωn

ωn
0

= ψ ⇐⇒ ∆ωh = ψ
ωn
0

ωn

We need to be able to solve for arbitrary ψ ∈ B2. if Here we need a famous theorem regarding solvability of
Laplacians.

Theorem 4.1. Let (X,ω) be a compact Kähler manifold, ω Kähler form. Consider the equation

∆ωh = Ψ

Then

31



1. The equation admits a solution iff
´
X
ωnΨ = 0

2. The solution is unique up to an additive constant.

3. If Ψ ∈ C0,α then h ∈ C2,α. Moreover, if Ψ ∈ C∞, then h ∈ C∞.

In our case, the condition

0 =

ˆ
X

ωnΨ =

ˆ
X

ωnψ
ωn
0

ωn
=

ˆ
X

ψωn
0 ∀ ψ ∈ B2

Hence by definition of B2, the equation indeed admits a solution.

4.4.3 Closed Interval: A priori Estimates

Now the hardest step is to show I (18) is closed.

I := {t ∈ [0, 1] | (15) admits a solution φ ∈ B1}

i.e., we have to show that if {tj} ⊂ I and tj → T , then T ∈ I. In particular

1. tj ∈ I means that there exists φj ∈ B1 satisfying

(ω0 + i∂∂φj)
n = ωn

0 e
ftj

2. T ∈ I means that there exists φT ∈ B1 satisfying

(ω0 + i∂∂φT )
n = ωn

0 e
fT

Suppose φtj converges in B1, then

φT = lim
j→∞

φtj satisfies (15) at T

In general, think about: if sequence of equations converge, does its solution converge? In general, no! The
question is: if tj → T , do φtj converge in B1? The key observation in the theory of PDEs is that a weaker
statement suffices!

If tj → T , is there a subsequence of {φtj} which converges in B1?

We do have tools to show that the sequence has a convergent subsequence. And the convergence of a subsequence
can be achieved if we can prove some estimates. We have the model theorem for the existence of a convergent
subsequence.

Theorem 4.2 (Arzela-Ascoli). Let {fj} be a sequence of functions on compact Ω ⋐ Rn. Assume the following

1. {fj} is uniformly bounded for all j, |fj | ≤ C.

2. the sequence {fj} is equi-continuous in the following sense: for any ε > 0, there exists δ > 0 positive so
that |x− y| < δ implies

|hj(x)− hj(y)| < ε ∀ j

Then {hj} admits a uniformly convergent subsequence.

Remark 4.10. Now how do we prove a sequence of functions is equi-continuous? An example of a sequence
{hj} which is bounded and equi-continuous is a sequence that is

1. bounded

2. and satisfies
|∇hj | ≤ C ∀ j

Indeed by the Mean Value Theorem

|hj(x)− hj(y)| ≤ sup |∇hj ||x− y| ≤ C|x− y| ∀ j

Hence we have the equi-continuity statement.
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Now we go back to our problem. How do we convert the Arzela-Ascoli Theorem that we want to our case?
Rather, we need to show why this is good enough and we prove the estimates. In our case, we want a subsequence
converging in B1 ⊂ C2,α. Simplify φj := φtj . We claim the following:

Lemma 4.8. If we can show that

1. ∥φj∥ ≤ C

2. ∥∆ω0φj∥ ≤ C

3. Only two third order derivatives are uniformly bounded
∥∥∇j∇k∇ℓφ

∥∥ ≤ C and
∥∥∥∇j∇k∇ℓφ

∥∥∥ ≤ C suffices

Then we shall have convergence of a subsequence in C2,α.

The key in these estimates is the uniformity w.r.t. tj . We shall prove the following a priori estimates. For φ
solution to (15) with (16), i.e., for F = tf + ct for any 0 ≤ t ≤ 1

(ω0 + i∂∂φ)n = ωn
0 e

F

ω0 + i∂∂φ > 0ˆ
X

ωn
0φ = 0

ˆ
X

ωn
0 e

F =

ˆ
X

ωn
0

Lemma 4.9 (Estimate (a)). There exists C0 = C0(X,ω0, ∥F∥C0) s.t.

∥φ∥C0 ≤ C0 (22)

Lemma 4.10 (Estimate (b)). There exists C2 = C2(X,ω0, ∥F∥C0 , inf
X
∆F ) so that

∥∆φ∥C0 ≤ C2 (23)

Notice that ω0 is a given metric, while

ω = ω0 + i∂∂φ is another metric

Here ∆ is the Laplacian w.r.t. ω0 metric where

∆F := (g0)
jk∂j∂kF

Lemma 4.11 (Estimate (c)). There exists C3 = C3(X,ω0, ∥F∥C0 , ∥∇F∥C0 ,
∥∥∇j∇kF

∥∥
C0 ,

∥∥∇j∇k∇ℓF
∥∥
C0) s.t.∥∥∇j∇k∇ℓφ

∥∥
C0 ≤ C3 (24)

here, e.g., ∥∥∇j∇k∇ℓφ
∥∥2
C0 = sup

X

{
gjm0 grkgℓs0 ∇j∇k∇ℓφ∇m∇r∇sφ

}
and ∇ is the connection w.r.t. the reference metric ω0.

Remark 4.11. Notice here not all derivatives occur here in (24). Notice not all 3rd order derivatives of φ
appear. The derivatives ∇j∇k∇ℓφ and ∇j∇k∇ℓφ are missing.

With a priori estimates (22), (23), (24) we’re able to prove the following theorem.

Theorem 4.3 (Yau 1978). Consider the Monge-Ampère Equation.

(ω0 + i∂∂φ)n = ωn
0 e

f

ω0 + i∂∂φ > 0ˆ
X

ωn
0φ = 0

ˆ
X

ωn
0 e

f =

ˆ
X

ωn
0

Then for any finite integer k ≥ 3, and any 0 < α < 1, if f ∈ Ck, then there exists a unique solution φ to the
above equation and φ ∈ Ck+1,α(X).
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Remark 4.12 (Heuristics). φ ∈ Ck+1,α for 0 < α < 1 essentially means that φ is as close as possible to being
of class Ck+2, i.e., if RHS of class Ck, then the solution φ is very close to being of class Ck+2. Informally, the
solution gains 2 derivatives.

Corollary 4.2. If f ∈ C∞(X), then there exists a unique φ ∈ C∞(X).

Proof. By Uniqueness in the previous theorem 4.3, the solution one obtains for k and k + 1 must coincide.

We return to the method of continuity with a more precise setup. We return to the path of equations (15)

(ω0 + i∂∂φ)n = ωn
0 e

tf+ct ∀ 0 ≤ t ≤ 1,

ω0 + i∂∂φ > 0,ˆ
X

ωn
0φ = 0,

ˆ
X

ωn
0 e

tf+ct =

ˆ
X

ωn
0 ∀ 0 ≤ t ≤ 1.

(∗t)

We introduced

I := {t ∈ [0, 1] | (∗t) admits a solution φ ∈ B1 where B1 := Ck+1,α(X) ∩ {
ˆ
X

ωn
0φ = 0}} (25)

similarly choose

B2 := Ck−1,α(X) ∩ {
ˆ
X

ωn
0φ = 0}

By considering the map

F(t, φ) : [0, 1]×B1 → B2 F(t, φ) := (ω0 + i∂∂φ)n

ωn
0

− etf+ct

We already know by the implicit function theorem that I is open. The Key remaining step is I is closed, i.e.,

tj → T, tj ∈ I =⇒ T ∈ I

Let φj be the solution to path (∗t) at t = tj which exists due to tj ∈ I. Question: Does {φj} have a convergent
subsequence, and if so, in what norm?

(ω0 + i∂∂φj)
n = ωn

0 e
ftj

tj→T→ ωn
0 e

fT

But we have no idea for the LHS. We cannot conclude anything about the limit unless we know that

φj
C2

→ φT

for some function φT . We shall show that, using the a priori estimates (22), (23), (24), there exists a subsequence
of {φj} which converges in C2, and that the limit

φT ∈ Ck1,α(X)

and satisfies the limiting equation
(ω0 + i∂∂φT )

n = ωn
0 e

Tf+cT

The answer will be YES if {φj} has a convergent subsequence converging to some φT ∈ Ck+1,α in a norm which
is stronger than C2.

Compactness and Weak Compactness

Theorem 4.4 (Compactness in Rn; Bolzano-Weierstrass). If we have a sequence {φj} ⊂ Rn with |φj | ≤ C,
then there exists convergent subsequence {φjk} s.t.

φjk → φ k →∞

Notice such compactness theorems cannot hold in infinite dimensions. Here is a simple example that one can
easily see.
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Example 4.1. Let H be an infinite dimensional Hilbert Space. Let {ej} be an O.N.B. for H so ∥ej∥ = 1 and
⟨ej , ek⟩ = 0 for any j ̸= k. Then {ej} does not admit any convergent subsequence. This is simple as one can
look at the distance between any two of them. One can compute for any j ̸= k

∥ej − ek∥2 = ⟨ej − ek, ej − ek⟩
= ⟨ej , ej⟩ − ⟨ek, ej⟩ − ⟨ej , ek⟩+ ⟨ek, ek⟩
= 2

∥ej − ek∥ =
√
2

Since in ∞-dimensions Compactness does not hold, we formulate something known as the Weak-Compactness.
There are in fact 3 main such notions, which are useful in different contexts, which are useful in different
contexts.

Theorem 4.5 (Banach Alaoglu Theorem). If B is a Banach space which is countable and reflexive, then
any sequence {φj} ⊂ B which is bounded admits a Weak*-convergent subsequence, i.e., there exists a limiting
function φ∞ ∈ B and there exists {φjk} s.t. for any ℓ ∈ B∗ the space of bounded linear functionals on B,

⟨ℓ, φjk⟩ → ⟨ℓ, φ∞⟩

This convergence is very weak.

Theorem 4.6 (Rellich Compactness). Suppose that, fix s < t, and assume we have a sequence of functions
{φj} ⊂ H(t)(X) where X is a compact manifold s.t. ∥φj∥(t) ≤ C. Then there exists a subsequence {φjk} which
converges in H(s)(X). In general H(s)(X) ⊋ H(t)(X).

The above only converges for weaker norm ∥·∥(s) ≤ ∥·∥(t).

Theorem 4.7 (Weak Compactness for Hölder Spaces). Fix 0 < α < β < 1. Then any sequence {φj} ⊂ Ck,β(X)
satisfying

∥φj∥Ck,β ≤ C
admits a convergent subsequence w.r.t. the norm ∥·∥Ck,α .

This norm ∥·∥Ck,α is weaker than the norm ∥·∥Ck,β . We want to apply this weak compactness for Hölder Spaces.
Recall that we want {φj} solution of

(ω0 + i∂∂φj)
n = ωn

0 e
tjftj+ctj

to have a subsequence converging to some function φT . Thus we want to show that there exists β > α s.t.

∥φj∥Ck+1,β ≤ C ∀ j (26)

Hence by Weak Compactness of Hölder Spaces, there would exist a subsequence φjk converging in this weaker
norm ∥·∥Ck+1,α and hence its limit φT is in Ck+1,α as well. If k ≥ 2, this allows us to take limits in the equation
and that’s what we want.

To conclude Closed Interval If we can prove the Estimates (22), (23) and (24) then one can prove (26)

∥φj∥Ck+1,β ≤ C ∀ j

Observe that on the RHS, if say k = 5, we would need to obtain Cβ bounds for all derivatives of φ up to order
k + 1 = 6. On the LHS, the following are missing

1. Bounds for the gradient ∇jφ.

2. Bounds for the mixed Derivative ∇j∇kφ, ∇j∇kφ and ∇j∇kφ.

3. Bounds for ∇j∇k∇ℓφ, ∇j∇k∇ℓφ.

4. Bounds for all the derivatives of order ≥ 4.

Remark 4.13. The General Theory for Elliptic PDE is the theory which will allow us to obtain all the missing
derivatives from the ones listed in (22), (23) and (24). This is the product of years of research.

Proof that I (25) is closed using A priori Estimates (22), (23), (24). Assume that there exists a sequence tj ∈
I, tj → T i.e., there exists φj ∈ Ck+1,α solution of the equation

(ω0 + i∂∂φj)
n = ωn

0 e
tjf+ctj

and tj → T .
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1. We claim that there exists a subsequence of φj (still denoted φj for simplicity) s.t. φj converges to some
φT in the norm Ck+1,α. But this implies then (∗t) is solvable at t = T , i.e., T ∈ I. Hence I is closed.

2. Next, we show how the claim follows from the a priori estimates. To do so we introduce a second claim:
the a priori estimates imply that for some α < β < 1, there exists a constant independent of j such that

∥φj∥Ck+1,β ≤ C

How does claim 1 follow from claim 2? We use Weak Compactness Theorem 4.7. Hence the key to prove
is the Claim 2.

3. We’re left with showing the A priori Estimates (a), (b), and (c) imply that

∥φj∥Ck+1,β ≤ C

Luckily here we can apply general PDE Theory. This follows from the following observations (for simplicity
we write φ instead of φj)

(a) Our first estimate is
∆ω0

φ ≤ C2 =⇒ ∥∂p∂qφ∥ ≤ C4

This is because ω0 + i∂∂φ > 0 positive-definite i.e.

(g0)kj + ∂j∂kφ > 0

and a norm for a positive-definite matrixMpq is Tr(M). Indeed, a positive definite(Hermitian) matrix
Mpq can always be diagonalized, i.e.

M = UDU∗ unitary ◦ diagonal ◦ unitary

Thus

Tr(M) = Tr(D) =

n∑
i=1

λi λi eigenvalues of D

|Mpq| ≤ CTr(D) = CTr(M)

Thus it suffices to control the trace for a positive-definite matrix to control its norm. Now we take,
assuming (ω0)pq = δpq

M = ω0 + i∂∂φ =⇒ |δpq + ∂p∂qφ| ≤ C(n+∆ω0
φ)

with observation
Tr(ω0 + i∂∂φ) = gjk0 ((g0)kj + ∂j∂kφ) = n+∆0φ

Tr(ω0 + i∂∂φ) is a norm for ω0 + i∂∂φ, i.e. n + ∆φ is a norm for ω0 + i∂∂φ. Hence any entry of
ω0 + i∂∂φ is bounded by n+∆φ. Thus∥∥∥(g0)kj + ∂j∂kφ

∥∥∥
∞
≤ n+∆φ

Hence
∂j∂kφ ≤ n+∆φ ≤ C4

(b) Set ω = ω0 + i∂∂φ we have then
ω ≤ C4ω0

a control on unknown metric ω using our reference metric ω0. Our next estimate is: There exists
C5 > 0 with

ω ≥ C5ω0

We claim the reverse estimate is also true. How to show this? We claim it suffices to show that for
any eigenvalue λp of ω, we have

λp ≥ C5
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It suffices to compare entries on the diagonal. By normalization, we assume eigenvalues of the
reference metric are all 1. At this step we use the Monge-Ampère Equation.

(ω0 + i∂∂φ)n = ωn
0 e

tf+ct

ωn = wn
0 e

F F := tf + ct

det(ωn) = det(ωn
0 )e

F

λ1 · · ·λn = 1 · eF

λp
∏
j ̸=p

λj = eF ∀ p

λpC
n−1
4 ≥ eF

λp ≥ C−(n−1)
4 eminF minF = min{tf + ct | 0 ≤ t ≤ 1} > 0

λp ≥ C5

Thus the net outcome is ∂j∂kφ bounded iff metrics ω0 and ω0 + i∂∂φ are equivalent, i.e.

C5ω0 ≤ ω0 + i∂∂φ ≤ C4ω0

where we used a lower bound on eF .

(c) Next we claim the following: ω is a metric with Lipschitz coefficients. The coefficients of ω are

(g0)pq + ∂p∂qφ

the gradients of the coefficients of ω are bounded. For example, suppose we differentiate

∂ℓωpq = ∂ℓ(g0)pq + ∂ℓ∂p∂qφ where ∂ℓ(g0)pq is a fixed smooth matrix

Then we conclude this is bounded using Estimate (c) (24). Hence ωpq is Lipschitz. Thus for any
0 < β < 1, ωpq ∈ Cβ .

(d) The punchline is, now we differentiate the Monge-Ampère Equation

det(ωpq) = det((ω0)pq)e
F

log det(ωpq) = log(det((ω0)pq)) + F

∂ℓ(log(det(ωpq))) = ∂ℓ(log(det((ω0)pq))) + ∂ℓF

gqp∂ℓgpq = gqp (∂ℓ((g0)pq) + ∂q∂p∂ℓφ) = ∂ℓ(log(det((ω0)pq))) + ∂ℓF

(gqp∂q∂p)∂ℓφ = −gqp∂ℓ(g0)pq + ∂ℓ(log(det((ω0)pq))) + ∂ℓF

Thus ∂ℓφ satisfies a Laplace Equation whose coefficients are gqp. But gpq are Lipschitz, and by
Monge-Ampère Equation, det(g) ≥ C. Hence gqp are also Lipschitz. In particular for any β < 1, gpq

is of class Cβ . Let’s use a theorem from Elliptic Regularity.

Theorem 4.8 (Elliptic Regularity). If gqp∂q∂pψ ∈ Cβ, gqp ∈ Cβ, and gqp ≥ C5. Then ψ ∈ C2,β.

We apply Theorem 4.8 to our case, to get

∂ℓφ ∈ C2,β

But this is true for any ℓ, thus φ ∈ C3,β . We can differentiate again to get

gqp∂p∂q(∂m∂ℓφ)− gqr∂mgrsgsp∂p∂q(∂ℓφ) = ∂m{· · · }
gqp∂p∂q(∂m∂ℓφ) = {Cβ}+ ∂m{· · · } ∈ Cβ

By the same Elliptic Regularity 4.8 we get

∂m∂ℓφ ∈ C2,β

But thus φ ∈ C4,β . Continuing we get
φ ∈ Ck+1,β

37



4.5 A Priori Estimates

4.5.1 a Priori Estimate: A

We denote {
ω = ω0 + i∂∂φ > 0

ωn = ωn
0 e

F F := tf + ct 0 ≤ t ≤ 1

The following is Yau’s major contribution.

Theorem 4.9 (Estimate (a) (22)). Let φ satisfy (∗t) equations. Then there exists A0 depending only on X,ω0

and sup
X
eF s.t.

∥φ∥C0 ≤ A0

Proof. Recall the algebraic identity:

αn − βn = (α− β)(αn−1 + αn−2β + αn−3β2 + · · ·+ βn−1)

Since the multiplication of (1, 1)-forms is commutative, the same identity holds for α, β given by (1, 1)-forms.
Thus

ωn − ωn
0 = (ω − ω0)

(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
= i∂∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0 )

From the Monge-Ampère Equations, we get

ωn
0 e

F − ωn
0 = i∂∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0 )

(eF − 1)ωn
0 = i∂∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0 )ˆ
X

φ(eF − 1)ωn
0 =

ˆ
X

φi∂∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1
0 )

=

ˆ
X

φid∂φ
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
using d = ∂ + ∂ and ∂

2
= 0

=

ˆ
X

d
(
φi∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0 )
)

by Stokes Theorem this term integrates to 0

−
ˆ
X

(dφ) ∧ i∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1
0 ) it suffices to deal with ∂φ ∧ i∂φ

−
ˆ
X

φi∂φd(ωn−1 + ωn−2ω0 + · · ·+ ωn−1
0 ) dωn−1 = (n− 1)dω ∧ ωn−2 = 0 since ω is Kähler

In the second term, notice that
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

is a (n− 1, n− 1)-form. Furthermore,

(dφ) ∧ i∂φ = ∂φ ∧ i∂φ+ ∂φ ∧ i∂φ = ∂φ ∧ i∂φ

Hence the second term reduces to

(∂φ ∧ i∂φ)(ωn−1 + ωn−2ω0 + · · ·+ ωn−1
0 )

Thus we find ˆ
X

φ(eF − 1)ωn
0 = −

ˆ
X

i∂φ ∧ ∂φ(ωn−1 + ωn−2ω0 + · · ·+ ωn−1
0 )

This implies an L2 gradient estimate for φ! Indeed this follows from some simple observations

1. Consider i∂φ ∧ ∂φ ∧ ωn−1
0 and recall the identity for T = iTkjdz

j ∧ dzk

T ∧ ωn−1
0

(n− 1)!
= (gjk0 Tkj)

ωn
0

n!

Now apply this to

T = i∂φ ∧ ∂φ = i
∑

∂jφ∂kφdz
j ∧ dzk
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Then

i∂φ ∧ ∂φ ∧ ωn−1
0

(n− 1)!
= (gjk0 ∂jφ∂kφ)

ωn
0

n!

= ∥∂φ∥2ω0

ωn
0

n!ˆ
X

i∂φ ∧ ∂φ ∧ ωn−1
0

(n− 1)!
=

ˆ
X

∥∂φ∥2ω0

ωn
0

n!

On the RHS this is the L2 norm of the gradient of φ.

2. All the terms on the RHS are positive, i.e.ˆ
X

i∂φ ∧ ∂φ ∧ ωn−1−pωp
0 ≥ 0 ∀ p

In general we prove positivity of the following termˆ
X

i∂φ ∧ ∂φ ∧ ωp ∧ ωq
0

For our purposes, we say that a form of the type (k, k) is positive if it is a linear combination with positive
coefficients of terms of the following type

ie1 ∧ e1 ∧ (ie2 ∧ e2) ∧ · · · ∧ (iek ∧ ek)

Then

(a) If Φ and Ψ are positive forms of type (k, k) and (ℓ, ℓ) then Φ ∧ Ψ is a positive form of the type
(k + ℓ, k + ℓ).

(b) ω and ω0 are both positive (positive hermitian forms can be diagonalized)

(c) i∂φ ∧ ∂φ ∧ ωp ∧ ωq
0 is always positive

(d) All positive forms of type (n, n) must be proportional to ωn
0 with a positive coefficient.

3. We take for granted that we do have the eigenvalue inequality

λω0
∥φ∥L2 ≤

(ˆ
X

|∂φ|2
) 1

2

∀ φ s.t.

ˆ
X

φωn
0 = 0

4. Thus we can concludeˆ
X

|∂φ|2ω0

ωn
0

n!
≤
ˆ
X

i∂φ ∧ ∂φ 1

(n− 1)!

(
ωn−1 + ωn−2ω0 + · · ·ωn−1

0

)
= − 1

(n− 1)!

ˆ
X

φ(eF − 1)ωn
0

0 ≤
ˆ
X

|∂φ|2ω0
ωn
0 ≤ n

ˆ
X

|φ||eF − 1|ωn
0ˆ

X

|∂φ|2ω0
ωn
0 ≤ A

ˆ
X

|φ|ωn
0 A := sup

X
(eF + 1)

Furthermore
ˆ
X

|φ|ωn
0 ≤

(ˆ
X

|φ|2ωn
0

) 1
2

We use now the eigenvalue estimate for the Laplacian w.r.t. ω0(ˆ
X

|∂φ|2ω0
ωn
0

) 1
2

≥ λω0

(ˆ
X

|φ|2ωn
0

) 1
2

We find now

λω0 ∥φ∥L2

(ˆ
X

|∂φ|2ω0
ωn
0

) 1
2

≤ A ∥φ∥L2

λω0

(ˆ
X

|∂φ|2ω0
ωn
0

) 1
2

≤ A

∥φ∥L2 ≤
A

λω0

This gives the L2 gradient bound of φ.
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In fact we can keep improving. We shall try to estimate ∥φ∥Lp for higher and higher p until we reach p = ∞
and obtain

∥φ∥L2 ≥ ∥φ∥Lp1 ≥ · · · ≥ ∥φ∥L∞ = ∥φ∥C0

This can be done by adapting to the Monge-Ampère Equation the method known as the Moser Iteration. This
method was designed for linear equation in divergence forms. Idea is we try to do the estimate for∥∥∇(φ|φ|α2 )∥∥2

L2 ∀ α ≥ 0

Why we want to estimate φ|φ|α2 ? This is because φ1+α
2 is difficult to deal with if φ < 0. Why |φ|α2 ? Since

|φ| ≥ 0.

Lemma 4.12.
d

dt
(t|t|α) = (α+ 1)|t|α ∀ t ∈ R

Proof. The formula is obvious if α = 0. So assume for α > 0. Now the formula is true at t = 0 since d
dt (t|t|

α) = 0
which vanishes of order > 1 and

(α+ 1)|t|α|t=0 = 0 ∀ α > 0

Thus we need to verify the formula for t > 0 and for t < 0. At t > 0, it is again obvious, since

t|t|α = tα+1 |t|α = tα

At t < 0, set t = −s with s > 0. Then

t|t|α = (−s)sα = −sα+1 =⇒ d

dt
(t|t|α) = − d

ds
(−sα+1) = (α+ 1)sα = (α+ 1)|t|α

Next, we try to estimate ∥∥∇(φ|φ|α2 )∥∥2
L2(ω0)

Previously we had

ωn − ωn
0 = (ω − ω0)

(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
ωn
0 e

F − ωn
0 = (i∂∂φ)

(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
(eF − 1)ωn

0 = (i∂∂φ)
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
φ|φ|α(eF − 1)ωn

0 = φ|φ|α(i∂∂φ)
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
we multiply both sides not by φ, but by φ|φ|αˆ

X

φ|φ|α(eF − 1)ωn
0 =

ˆ
X

φ|φ|α(i∂∂φ)
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
d = ∂ + ∂

=

ˆ
X

d(φ|φ|αi∂φ
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
) 0 by Stokes Theorem

−
ˆ
X

d(φ|φ|α)i∂φ
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
reduces to

ˆ
X

∂(φ|φ|α)i∂φ
(
ωn−1 + · · ·+ ωn−1

0

)
−
ˆ
X

φ|φ|αi∂φd
(
ωn−1 + ωn−2ω0 + · · ·+ ωn−1

0

)
0 since Kähler dωn−1 = · · · = dωn−1

0 = 0

ˆ
X

φ|φ|α(eF − 1)ωn
0 = −

ˆ
X

∂(φ|φ|α)i∂φ(ωn−1 + · · ·+ ωn−1
0 ) we change of variables φ 7→ t

= −(α+ 1)

ˆ
X

|φ|α∂φ ∧ i∂φ(ωn−1 + · · ·+ ωn−1
0 ) ∀ α ≥ 0

= −(α+ 1)

ˆ
X

(
i|φ|α2 ∂φ ∧ |φ|α2 ∂φ

)
(ωn−1 + · · ·+ ωn−1

0 )

= −(α+ 1)

ˆ
X

(
∂(φ|φ|α2 )
(α2 + 1)

∧ ∂(φ|φ|
α
2 )

(α2 + 1)

)
(ωn−1 + · · ·+ ωn−1

0 ) using Lemma

ˆ
X

φ|φ|α(eF − 1)ωn
0 = − α+ 1

(α2 + 1)2

ˆ
X

i∂(φ|φ|α2 ) ∧ ∂(φ|φ|α2 ) ∧ (ωn−1 + · · ·+ ωn−1
0 )

Now notice all the terms in the sum in the RHS have the same sign. Thus picking any piece

α+ 1

(α2 + 1)2

ˆ
X

i∂(φ|φ|α2 ) ∧ ∂(φ|φ|α2 ) ∧ ωn−1 ≤
ˆ
X

|φ|α+1(eF + 1)ωn
0

i∂ψ ∧ ∂ψ ∧ ωn−1
0 = (gpq0 ∂qψ∂pψ)

ωn
0

n
= |∇ψ|2ω0

ωn
0

n
making the observation

α+ 1

(α2 + 1)2
∥∥∇(φ|φ|α2 )∥∥2

L2(ω0)
≤
ˆ
X

|φ|α+1(eF + 1)ωn
0
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Notice this is the same argument as in the previous class with φ 7→ φ|φ|α2 for any α ≥ 0. Now to exploit this,
we shall apply Sobolev Inequality on (X,ω0). This inequality says that

Lemma 4.13 (Sobolev Inequality on (X,ω0)).(ˆ
X

|u|2βωn
0

) 1
β

≤ Cω0

(ˆ
X

|∇u|2ω0
ωn
0 +

ˆ
X

|u|2ωn
0

)
β :=

n

n− 1
> 1 (27)

Let’s simplify our notation and say all integrals are w.r.t. ω0. Since we’re allowed to choose u, we choose

u = φ|φ|α2

Let’s do some preliminary calculations.

|u|2 = (|φ||φ|α2 )2 = |φ|2+α = |φ|p

where we set p := α+ 2 ≥ 2 so that p− 1 = α+ 1 and

|u|2β = |φ|pβ

Applying (27) we have (ˆ
X

|φ|pβ
) 1

β

≤ C
(ˆ

X

|∇(φ|φ|α2 )|2 +
ˆ
X

|φ|p
)

≤ C
(
(α2 + 1)2

α+ 1

ˆ
X

|φ|p−1(eF + 1) +

ˆ
X

|φ|p
)

≤ C
(
p

ˆ
X

|φ|p−1 +

ˆ
X

|φ|p
)

Thus we have gained the control of
∥φ∥Lpβ ≲ ∥φ∥Lp−1 + ∥φ∥Lp

We want to iterate this game. Let’s simplify the above inequality that we just obtained as follows. What’s the
idea?

1. On the Right Hand Side, first we control ∥φ∥Lp−1 by ∥φ∥Lp by Hölder’s

ˆ
X

|φ|p−1 ≤
(ˆ

X

|φ|p
) p−1

p
(ˆ

X

1

) 1
p

∥φ∥p−1
Lp−1 ≤ ∥φ∥p−1

Lp V
1
p

0

We do have the same homogeneity and the powers add up to 1.

2. We can now write

p

ˆ
X

|φ|p−1 +

ˆ
X

|φ|p ≤ p ∥φ∥p−1
Lp V

1
p

0 + ∥φ∥pLp

∥φ∥pLpβ ≤ C
{
p ∥φ∥p−1

Lp V
1
p

0 + ∥φ∥pLp

}
(28)

Thus we can control ∥φ∥Lpβ from the norm ∥φ∥Lp !

For the purpose of Moser iteration, we use the following corollary:

Corollary 4.3.

max{1, ∥φ∥Lpβ} ≤ (Cp)
1
p max(1, ∥φ∥p)

This inequality is easier to iterate.

Proof. We consider two cases.

1. First case, if ∥φ∥Lp ≤ 1, then from the previous inequality (28), we see that

∥φ∥pLpβ ≤ C
(
pV

1
p

0 + 1

)
≤ Cp ∀ p ≥ 2

∥φ∥Lpβ ≤ (Cp)
1
p
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2. In the second case assume ∥φ∥Lp > 1, then on the RHS of (28)

p ∥φ∥p−1
Lp V

1
p

0 + ∥φ∥pLp ≤ p ∥φ∥Lp V
1
p

0 + ∥φ∥pLp

≤ (Cp) ∥φ∥pLp

∥φ∥pLpβ ≤ Cp ∥φ∥pLp

∥φ∥Lpβ ≤ (Cp)
1
p ∥φ∥Lp

Now we write the Corollary 4.3 in the log form

logmax(1, ∥φ∥Lpβ ) ≤
1

p
log(Cp) + logmax(1, ∥φ∥Lp) (29)

Next we apply (29) with p 7→ pβk. We get

logmax(1, ∥φ∥
Lpβk ) ≤ 1

pβk−1
log(Cpβk−1) + logmax(1, ∥φ∥

Lpβk−1 )

≤ 1

pβk−1
log(Cpβk−1) +

1

pβk−2
log(Cpβk−2) + logmax(1, ∥φ∥

Lpβk−2 )

≤
k−1∑
ℓ=0

1

pβℓ
log(Cpβℓ) + logmax(1, ∥φ∥Lp)

Now we let k →∞. We get a geometric series on the RHS

logmax(1, ∥φ∥L∞) ≤
∞∑
ℓ=0

1

pβℓ
log(Cpβℓ) + log(max(1, ∥φ∥Lp))

logmax(1, ∥φ∥L∞) ≤ Cp + log(max(1, ∥φ∥Lp))

Here we’re allowed to take any p we want. Take p = 2, we get

logmax(1, ∥φ∥L∞) ≤ C2 + logmax(1, ∥φ∥L2)

Since we know that ∥φ∥L2 ≤ C, then

logmax(1, ∥φ∥∞) ≤ C
∥φ∥∞ ≤ C

4.5.2 a Priori Estimate: B

Theorem 4.10 (Estimate (b) (23)).
∆0φ ≤ C

where
∆0φ := gpq0 ∂p∂qφ the Laplacian w.r.t. ω0

Proof. The strategy is: We try to apply the maximum principle, in showing that the quantity we want to
estimate satisfies a Laplace Inequality, and look at the points where this quantity attains its maximum. There
are two metric

ω0 =⇒ ∆ω0
= ∆0

ω = ω0 + i∂∂φ =⇒ ∆ω = ∆

We shall use ∆ instead of ∆ω0
because we shall need to differentiate the Monge-Ampère Equation and we have

seen it in the proof of openness and the use of the Implicit Function Theorem) that it is the Laplacian w.r.t.
the unknown metric ω which appears. Thus we compute

∆(∆0φ)

and hope to extract a differential inequality. Geometrically we’re making use of the Ricci curvature. To make
the Ricci appear, it is better to compute with the endomorphism. We shall try to compute

∆(Tr(h))
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What happens? The method is: We introduce the Endomorphism h by

hpq := gpm0 gmq = g−1
0 g

ω0 = (g0)pq = i(g0)kjdz
j ∧ dzk

ω = (g)pq = igkjdz
j ∧ dzk

Fixing ω0 we have one-to-one correspondence between h and g. We shall prove the following key inequality: If
φ satisfies the Monge-Ampère Equation

(ω0 + i∂∂φ)n = ωn
0 e

F

then
∆ log(Tr(h)) ≥ −CTr(h−1) (30)

for C constant depending only on ω0.

1. We begin with quoting the Maximum Principle.

Proposition 4.2 (Maximum Principle). In calculus, at a local maximum x0 of a function f(x), we must
have

f ′′(x0) ≤ 0

In several variables, at a local maximum x0 of a function f(x), x ∈ Rn, we must have(
∂2f

∂xi∂xj

)
(x0) ≤ 0

Hence

∆f(x0) = Tr(

(
∂2f

∂xi∂xj

)
(x0)) ≤ 0

Now do we use the Maximum Principle?

(a) We find an inequality satisfied by ∆f .

(b) We look at this inequality at a maximum point of ∆f .

(c) We hope that the inequality gives some useful information.

In the case at hand, assume that we have succeeded in showing (30) for some constant C1. According to
the maximum principle, we look at the inequality at a maximum point. At the maximum point of Tr(h),
we also have a maximum point for log(Tr(h)). This is simply because log is increasing. Thus

0 ≥ ∆(logTrh)(z0) ≥ −C1Tr(h
−1)

But this doesn’t seem useful. The RHS is negative anyway. However, by a slight modification, we get
exactly what we want. For this, observe that

Tr(h−1) = Tr(g−1g0) = gpq(g0)qp

= gpq(gqp − ∂p∂qφ)
= n−∆φ

Let’s now consider the expression

∆(log(Tr(h))−Aφ) = ∆ log(Tr(h))−A∆φ
= ∆ log(Tr(h)) +A

(
Tr(h−1)− n

)
≥ −C1Tr(h

−1) +ATr(h−1)−An

Take now
A := 2C1

Then

∆(log(Tr(h))−Aφ) ≥ C1Tr(h
−1)− C3 C3 := −An

Now apply the maximum principle to this. What happens is the following. Let z1 be a local maximum
point of log(Tr(h))−Aφ. Then

0 ≥ ∆(log(Tr(h))−Aφ) (z1) ≥ C1Tr(h
−1)(z1)− C3

Tr(h−1)(z1) ≤ C4 C4 :=
C3

C1
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Let λ1, · · · , λn be the eigenvalues of h at z1. Thus we have

1

λ1
+ · · ·+ 1

λn
≤ C4

and then

λ1, · · · , λn ≥ C5 :=
1

C4

But now from the Monge-Ampère Equation,

ωn = ωn
0 e

F ⇐⇒ ωn

ωn
0

= eF

Thus the product

n∏
ℓ=1

λℓ = eF

Cn−1
5 λr ≤

∏
ℓ ̸=r

λℓ

λr = eF

λr ≤ C6 :=
max eF

Cn−1
5

∀ 1 ≤ r ≤ n

Now at an arbitrary point z ∈ X, we can write

(log(Tr(h))−Aφ) (z) ≤ (log(Tr(h))−Aφ) (z1)
≤ (log(nC6)−Aφ) (z1)

(log(Tr(h))−Aφ) (z) ≤ C7 −Aφ(z1)

Now we can rewrite

log(Tr(h(z))) ≤ C7 +A(φ(z)− φ(z1))
≤ C7 +Aosc(φ)

Tr(h(z)) ≤ C8e
Aosc(φ)

≤ C8e
2A∥φ∥C0

≤ C9 using Estimate (22)

Now using
gpq0 ((g0)qp + ∂p∂qφ) = n+∆0φ

We have
n+∆0φ ≤ C9

2. In the second step we prove the key inequality (30). To derive this, we need to express the LHS in terms
of curvatures Rjk

ℓ

m
of ω0 since the Monge-Ampère Equation is an assignment of the Ricci curvature Rjk

of ω. Observe that we have two metrics and hence two notions of curvatures. In the following we discuss
relation between Curvatures

ω0 =⇒ Rjk
ℓ

m
=⇒ Rjk

ω = ω0 + i∂∂φ =⇒ Rjk
ℓ

m
=⇒ Rjk

How are the curvatures related? The basic formula is

Rjk
ℓ

m
−Rjk

ℓ

m
= −∂j(Dkhh

−1)ℓm (31)

where Dj is the covariant derivative w.r.t. ω. Let’s assume this basic formula (31) for the moment. We
return to the calculation of ∆ log(Tr(h)). We begin by calculating ∆(Tr(h)). Write

∆Tr(h) = gpq∂q∂p(Tr(h)) = gpq∂qDp(Tr(h))

= gpq∂qTr(Dph)

= gpq∂qTr((Dphh
−1)h)

= gpq
(
Tr(∂q(Dphh

−1)h) + Tr(Dphh
−1)∂qh

)
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Now notice

Tr(∂q(Dphh
−1)h) = ∂q(Dphh

−1)ℓm · hmℓ
(31)
= −

(
Rqp

ℓ
m −Rqp

ℓ
m

)
· hmℓ

Hence

∆Tr(h) = gpq
(
−Rqp

α
β +Rqp

α
β

)
hβα + gpqTr(Dphh

−1)∂qh

Now we simplify

gpqRqp
α
βh

β
α = Rα

βh
β
α

= Rα
βg

βγ
0 gγα by definition of h

= Rγβg
βγ
0 lowering indices

On the other hand

Rγβ = −∂β∂γ log(det(ωn))

= −∂β∂γ log(det(
ωn

ωn
0

))− ∂β∂γ log(det(ωn
0 )) Recall Monge-Ampère ωn = wn

0 e
F

Rγβ = −∂β∂γF +Rγβ

Rγβg
βγ
0 = −gβγ0 ∂β∂γF + gβγ0 Rγβ

= −∆0F +R where R is scalar curvature of ω0

Thus we find

∆(Tr(h)) = ∆0F −R+ gpqRqp
α
βh

β
α + gpqTr(Dphh

−1)∂qh (32)

Next we compute (exploiting the strict positivity of some quantity)

∆ log(Tr(h)) = gpq∂q∂p log(Tr(h))

= gpq∂q

(
∂p(Tr(h))

Tr(h)

)
= gpq

(
∂q∂p(Tr(h))

Tr(h)
− ∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

)
=

∆(Tr(h))

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

We use the previous formula so

∆ log(Tr(h)) =
∆0F −R+ gpqRqp

α
βh

β
α

Tr(h)
+
gpqTr(Dphh

−1)∂qh

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

We do estimates on each term

(a) Estimating the terms on the RHS

∆0F −R
Tr(h)

≥ −C1
1

Tr(h)

n

λ1 + · · ·+ λn
=

n

Tr(h)
≤ Tr(h−1) =

1

λ1
+ · · ·+ 1

λn

=⇒ ∆0F −R
Tr(h)

≥ −C2(Tr(h
−1))

(b) The next term that we estimate is

gpqRqp
α
βh

β
α

Recall that

h = g−1
0 g

g = g0h

g−1 = h−1g−1
0

gpq = (h−1)pr(g0)
rq
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Now

gpqRqp
α
βh

β
α = (h−1)prR

r
p
α

β
hβα

|gpqRqp
α
βh

β
α| ≤ (Tr(h−1))|Rm(ω0)|Tr(h)

|
gpqRqp

α
βh

β
α

Tr(h)
| ≤ Cω0

Tr(h−1) as desired

(c) Aubin-Yau Inequality. (purely algebraic)

gpqTr(Dphh
−1)∂qh

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2
≥ 0 (33)

If so then indeed our desired inequality (30) holds.

Lemma 4.14 (Formulas Relating the covariant derivatives with respect to ω and ω0). Notations

ω0 =⇒ ∇ℓ

ω = ω0 + i∂∂φ =⇒ Dℓ

Then for any vector field V m and differential form Wm we have

DjV
m −∇jV

m = (Djhh
−1)mp V

p h := g−1
0 g, hℓm = (g0)

ℓrgrm

DjWm −∇jWm = −Wp(Djhh
−1)pm

Proof. To see this, write (by the Chern Unitary Connection)

∇jV = g−1
0 ∂j(g0V ) = hg−1∂j(gh

−1V )

= hg−1Dj(gh
−1V ) gsm(h−1)mrV

r section of an antiholomorphic bundle

= hg−1gDj(h
−1V )

= h
(
Dj(h

−1V )
)

= h
(
−h−1(Djh)h

−1V + h−1DjV
)

= −(Djh)h
−1V +DjV

Now we want to get relation between curvatures. Apply ∂k to both sides

∂k∇jV
m = ∂k(DjV

m)− ∂k((Djhh
−1)V m)

∇j(∂kV
m)−Rkj

m

p
V p = Dj(∂kV

m)−Rkj
m

p
V p − ∂k((Djhh

−1)V m)

∇j(∂kV
m)−Dj(∂kV

m) = Rkj
m

p
V p −Rkj

m

p
V p − ∂k((Djhh

−1)V m)

−(Djh)h
−1(∂kV

m) = Rkj
m

p
V p −Rkj

m

p
V p − ∂k(Djhh

−1)V m − (Djhh
−1)∂kV

m using Lemma 4.14

Rkj
m

p
V p −Rkj

m

p
V p = ∂k(Djhh

−1)V m

Rkj
m

p
−Rkj

m

p
= ∂k(Djhh

−1)mp

Then next thing on the checklist is to prove the Aubin-Yau Inequality (33).

Proof of Aubin-Yau (33). We begin by making the first term on the LHS more explicit. Recall

DjV
m −∇jV

m = (Djhh
−1)mp V

p

Dj(g
mr)−∇j(g

mr) = (Djhh
−1)mp g

pr

−∇j(g
mr) = (Djhh

−1)mp g
pr

−grλ∇j(g
mr) = (Djhh

−1)mp g
prgrλ

= (Djhh
−1)mλ

−grλ
(
−gms(∇jgsℓ)g

ℓr
)
= (Djhh

−1)mλ

gms∇jgsλ = (Djhh
−1)mλ

(Djhh
−1)mλ = gms∇jφsλ
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Next we calculate

∂kh
λ
m = ∇k((g0)

λrgrm)

= gλr0 ∇kgrm

= gλr0 ∇kφrm

Altogether we have

gjkTr((Djh)h
−1∂kh) = gjk(gms∇jφsλ)g

λr
0 ∇kφrm

= gjkgmsgλr0 ∇jφsλ∇kφrm (34)

We work now at an arbitrary point z0. We claim that in suitable normal coordinates, we can assume
that at z0,

(g0)pq = δpq, ∇j = ∂j

φpq = (δpq)φpp simultaneous diagonalization

Thus at diagonal, j = k, m = s and λ = r

gjkTr((Djhh
−1)∂kh) = δjk(1 + φkk)

−1δms(1 + φmm)−1δλr∂kφsr∂kφrs

=
∑
k,m,r

1

(1 + φkk)(1 + φmm)
|∂kφmr|2 (35)

We need to compare this expression to

gjk∂j(Tr(h))∂k(Tr(h)) =
∑ 1

1 + φkk

∂k(
∑

(1 + φmm))∂k(
∑

(1 + φℓℓ))

=
∑
k

1

1 + φkk

∑
m

∂kφmm

∑
ℓ

∂kφℓℓ

We apply the Cauchy-Schwarz Inequality so that

gjk∂j(Tr(h))∂k(Tr(h)) =
∑
mℓ

(
∑
k

1

1 + φkk

∂kφmm∂kφℓℓ) =
∑
m,ℓ,k

(
∂kφmm

(1 + φkk)
1
2

·
∂kφℓℓ

(1 + φkk)
1
2

)

≤
∑
mℓ

(∑
k

|∂kφmm|2

1 + φkk

) 1
2
(∑

k

|∂kφℓℓ|2

1 + φkk

) 1
2

≤ |
∑
m

(∑
k

|∂kφmm|2

1 + φkk

) 1
2

|2

= |
∑
m

(1 + φmm)
1
2

(∑
k

|∂kφmm|2

(1 + φmm)(1 + φkk)

) 1
2

|2 make the trace of h appear

≤

(∑
m

(1 + φmm)

)∑
k,m

|∂kφmm|2

(1 + φmm)(1 + φkk)
Cauchy Schwarz

gjk∂j(Tr(h))∂k(Tr(h))

Tr(h)
≤
∑
k,m

|∂kφmm|2

(1 + φmm)(1 + φkk)

But this is less terms than RHS of (35).

4.5.3 a Priori Estimate: C

Proof of (24). Recall

ω0 =⇒ ∇ =⇒ Rjk
ℓ

m
=⇒ Rjk

ω = ω0 + i∂∂φ =⇒ D =⇒ Rjk
ℓ

m
=⇒ Rjk

We shall prove: Let
S0 := gpq0 g

mrgλr0 ∇pφγλ∇qφrm ∼ |∇∇∇φ|2ω0

Then
S0 ≤ C
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1. Observe that S0 ∼ S with
S = gpqgmrgλr∇pφγλ∇qφrm

since we know that
cω0 ≤ ω ≤ Cω0

by the estimate for ∆0h C2 estimate.

2. Key observation for our proof:

S = |Dhh−1|2ω

3. We claim that
∆ωS ≥ −C1S − C2 (36)

4. We claim that for A large enough, we have

∆ω(S +ATr(h)) ≥ C3S − C4 (37)

Now assuming these, we have the desired estimate. Let z1 be a point where S + ATr(h) attains its maximum.
Then

0 ≥ ∆ω(S +ATr(h))(z1) ≥ C3S(z1)− C4

S(z1) ≤
C4

c3
= C5

At any point z, we have

S(z) +ATr(h(z)) ≤ (S +ATr(h))(z1)

≤ C5 +AmaxTr(h)

≤ C6 by the C2 estimate (23)

S(z) ≤ C6 ∀ z ∈ X

Now we prove the claims.

Proof of (37). The key thing is to compute

∆ω(Tr(h))
(32)
= ∆0F −R+ h−1p

ℓR
ℓ
p

r

s
hsr + gpqTr(Dphh

−1∂qh)

Since we already know that h and h−1 are bounded by the C2 estimate (23).

∆ω(Tr(h)) ≥ −C7 − C8 + gpqTr(Dphh
−1∂qh)

≥ −C9 + gpqTr(Dphh
−1∂qh)

(34)
= −C9 + gpqgmγgλr0 ∇pφγλ∇qφrm

≥ C10S since gλr0 ∼ gλr

Thus

∆ω(S +ATr(h)) ≥ −C1S − C2 +A(−C9 + C10S)

≥ (−C1 +AC10)S − C2 −AC9

≥ C12S − C13

Thus we need only to show
∆ωS ≥ −C1S − C2
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Proof of (36). Recall the notations S = |Dhh−1|2 and h = g−1
0 g. We rewrite

S = ⟨Dhh−1,Dhh−1⟩
∆ωS = gpqDpDq⟨Dhh−1,Dhh−1⟩

= gpq⟨DpDq(Dhh−1),Dhh−1⟩
+ gpq⟨Dhh−1,DpDq(Dhh−1)⟩
+ gpq⟨Dq(Dhh−1),Dp(Dhh−1)⟩
+ gpq⟨Dp(Dhh−1),Dq(Dhh−1)⟩

gpq⟨Dq(Dhh−1),Dp(Dhh−1)⟩ = |D(Dhh−1)|2 ≥ 0

gpq⟨Dp(Dhh−1),Dq(Dhh−1)⟩ = |D(Dhh−1)|2 ≥ 0

∆ωS ≥ ⟨gpqDpDq(Dhh−1),Dhh−1⟩+ ⟨Dhh−1, gqpDpDq(Dhh−1)⟩

Let’s work out the first term.

gpqDp(Dq(Dℓhh
−1))αβ = gpqDp(−Rqℓ

α
β +Rqℓ

α
β)

= −gpqDpRqℓ
α
β +Dp(g

pqRqℓ
α
β)

We need to work a bit harder to get Ricci tensor. For this we need the second Bianchi identity. If ω is Kähler,
then

Dp(Rqℓ
α
β) = DℓRqp

α
β

This is only true for Kähler. In fact we can compare to the second Bianchi Identity which is valid for any
connection. If we have a connection D on a vector bundle E, then

dDF = 0

i.e.

D∗
ℓFqp

α
β −D

∗
pFqℓ

α
β = 0

where D∗ is the covariant derivative in End(E). But in our case D is the covariant derivative on all the indices
ℓ, p, α, β. With this second Bianchi Identity, we can write

Dp(g
pqRqℓ

α
β) = gpqDpRqℓ

α
β

= gpqDℓRqp
α
β Second Bianchi (38)

= Dℓ(g
pqRqp

α
β)

= DℓRα
β

Now recall our Monge-Ampére Equation is precisely designed so that

Rγβ = Tγβ

where T is a given (1, 1)-tensor. Hence

DℓRα
β = Dℓ(g

αγRγβ) = Dℓ(g
αγTγβ)

= gαγDℓTγβ

Furthermore, we’re dealing with

|DℓRα
β | ≤ C3S

1
2 + C4 Recall that DpW −∇pW = (Dphh

−1)W

How about the other term? The other term is of the same size.

|gpqDpRqℓ
α
β | ≤ C3S

1
2 + C4 use Dp −∇p ∼ Dphh

−1

Thus by Cauchy-Schwarz

|⟨gpqDp(Dq(Dℓhh
−1)),Dhh−1⟩| ≤ C5S + C6

It remains to estimate the second term

⟨Dhh−1, gpqDpDq(Dhh−1)⟩
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To exploit the formula linking curvatures, we need to change the order, i.e., we permute Dp and Dq. Thus

gqpDpDq(Dℓhh
−1)αβ = gqpDqDp(Dℓhh

−1)αβ

+ gqp
(
−Rpq

m
ℓ(Dmhh

−1)αβ +Rpq
α
γ(Dℓhh

−1)γβ −Rpq
γ
β(Dℓhh

−1)αγ

)
= gqpDqDp(Dℓhh

−1)αβ −Rm
ℓ (Dmhh

−1)αβ +Rα
γ (Dℓhh

−1)γβ −R
γ
β(Dℓhh

−1)αγ

|gpqDpDq(Dhh−1)| ≤ C7S
1
2 + C8S

1
2 + C9

≤ C10S
1
2 + C11

|⟨Dhh−1, gpqDpDq(Dhh−1)⟩| ≤ C12S + C13

Finally we want to prove the second Bianchi identity for Kähler metric.

Proof of (38). We already know

D∗
p(Rqℓ

α
β) = D

∗
ℓRqp

α
β

On the LHS and RHS this is

D∗
p(Rqℓ

α
β) = DpRqℓ

α
β +Am

p ℓ
Rqm

α
β

D∗
ℓRqp

α
β = DℓRqp

α
β +Am

ℓ pRqm
α
β

Thus the difference is
0 = (Am

pℓ −Am
ℓp)Rqm

α
β

for Kähler Metric.

This concludes the proof of the whole Calabi-Yau conjecture.
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A Mid Term

We setup our discussion.

1. Let X be a compact n-dim complex manifold.

2. We write
X =

⋃
µ

Xµ

where {Xµ} is family of open charts as a covering of X.

3. Consider one-to-one and onto map to an open set Φµ(Xµ) in Cn

Φµ : Xµ → Φµ(Xµ) ⊂ Cn z 7→ zµ := (z1µ, · · · , znµ)

s.t. the transition functions are holomorphic

Φν ◦ Φ−1
µ : Φµ(Xµ ∩Xν) ⊂ Cn → Φν(Xµ ∩Xν) ⊂ Cn zµ 7→ zν

with invertible Jacobian matrix

(
∂zjµ
∂zkν

)1≤j, k≤n

4. We define a function f on an open set Ω ⊂ X to be holomorphic if f ◦ Φ−1
µ is a holomorphic function on

Φµ(Xµ ∩ Ω) ⊂ Cn for any µ.

A.1 Holomorphic Line Bundle

We define holomorphic line bundle and sections on the line bundle

1. Let a holomorphic line bundle L→ X be specified by its transition functions tµν(z)

L↔ {tµν}

that are holomorphic

(a) Invertible tµν ̸= 0 on Xµ ∩Xν

(b) and satisfies cocycle condition

tµν(z)tνρ(z) = tµρ(z) on Xµ ∩Xν ∩Xρ

2. A section φ ∈ Γ(X,L) is defined by a collection of function φµ(zµ) defined on Φµ(Xµ)

φ ∈ Γ(X,L)↔ {φµ(zµ)}

which satisfies the gluing condition

φµ(zµ) = tµν(z)φν(zν) ∀ z ∈ Xµ ∩Xν

For convenience we drop µ for φµ(zµ) and write φ(z).

Problem A.1. What is a metric h on L?

Answer A.1. A metric h on L is a section of L−1 ⊗ L−1
satisfying

h(z) > 0 ∀ z

The transition functions of L−1 are tµν(z)
−1 and those for L

−1
are tµν(z)

−1
. Hence gluing condition satisfies

hµ(zµ) = tµν(z)
−1tµν(z)

−1
hν(zν)

hµ(zµ) = |tµν(z)|−2hν(zν) > 0 ∀ z ∈ Xµ ∩Xν

Problem A.2. Fix a metric h and let ∇ be the corresponding Chern unitary connection on L. What are the
explicit formulas for ∇jφ and ∇kφ?
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Answer A.2. Define the Chern unitary connection(covariant derivative) on L in the ∂-drection

∇kφ := ∂kφ ∈ Γ(X,L⊗ Λ0,1) ∀ φ ∈ Γ(X,L)

Define in the ∂-direction

∇jφ := h−1∂j(hφ) ∈ Γ(X,L⊗ Λ1,0) ∀ φ ∈ Γ(X,L)

= ∂jφ+ (∂j(log(h)))φ

Problem A.3. Show that the commutator of ∇j and ∇k is of the form

[∇j ,∇k]φ = Fkjφ ∀ φ ∈ Γ(X,L)

and determine explicitly Fkj.

Answer A.3.

[∇j ,∇k]φ = ∇j∇kφ−∇k∇jφ

= h−1∂j(h(∂kφ))− ∂k(h
−1∂j(hφ))

= h−1
(
(∂jh)(∂kφ) + h∂j∂kφ

)
− ∂k

(
h−1(∂jh)φ+ ∂jφ

)
= h−1(∂jh)∂kφ− ∂j∂kφ− ∂k(h

−1∂jh)φ− h−1∂jh∂kφ− ∂k∂jφ
= h−1(∂jh)∂kφ− (∂k(h

−1∂jh)φ+ h−1∂jh∂kφ)

= −∂k(h
−1∂jh)φ

= −(∂j∂k(log(h)))φ

Hence
Fkj := −(∂j∂k(log(h)))

Problem A.4. Let the curvature form F be define

F :=

n∑
j,k=1

Fkjdz
j ∧ dzk = −

n∑
j,k=1

∂j∂k(log(h))φ

Then F is a closed form, and its de Rham cohomology class [F ] is independent of the choice of the metric h.

Answer A.4. We can write

F = −
∑
j,k

∂

∂zj

(
∂

∂zk
log(h)

)
dzj ∧ dzk

= −
∑
j

dzj
∂

∂zj

(∑
k

∂

∂zk
log(h)

)
∧ dzk

= −∂∂ log(h)

Now F is readily seen to be closed.

dF = −(∂ + ∂)∂∂ log(h)

= −(∂2∂ + ∂∂∂) log(h)

= ∂∂ log(h) = ∂2 log(h) = 0

Before moving on, we recall the definition of de Rham cohomology. Let F be a p-form which is closed, i.e.,
dF = 0. Then

[F ]dR := F/{exact forms dψ where ψ ∈ Λp−1}

is defined as the de Rham cohomology class of F . Now we show this object is independent of the metric h. Let
h and h′ be two metrics on L and let F, F ′ be two corresponding curvatures, i.e.

Fkj = −∂j∂k log(h) F ′
kj

= −∂j∂k log(h
′)

However

Fkj − F
′
kj

= −∂j∂k log(h) + ∂j∂k log(h
′)

= −∂j∂k log(
h

h′
)
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But h
h′ is strictly positive C∞ function since

h ∈ L−1 ⊗ L−1
, h′ ∈ L−1 ⊗ L−1

=⇒ h

h′
∈ 1 =⇒ C∞ function > 0

Then due to positivity, say
h

h′
= eϕ for certain ϕ ∈ C∞

Now

Fkj − F
′
kj

= −∂j∂kϕ

(Fkj − F
′
kj
)dzj ∧ dzk = −∂j∂kϕdz

j ∧ dzk

= −∂∂ϕ = −(∂ + ∂)∂ϕ

= −d(∂ϕ) exact form

Hence due to quotient and ∂ϕ as 1-form, we conclude

[F ]dR = [F ′]dR

A.2 Holomorphic Vector Bundle

Set r ∈ Z+.

1. Define holomorphic transition function tµν
α
β(z) for 1 ≤ α, β ≤ r on Xµ ∩Xν s.t.

(a) tµν
α
β(z) = δαβ if µ = ν

(b) and satisfies the cocycle condition

tµν
α
β(z)tνρ

β
γ(z) = tµρ

α
γ(z) ∀ z ∈ Xµ ∩Xν ∩Xρ

Notice a necessary condition for co-cycle is (tµν) = (tνµ)
−1 as inverse matrices.

2. Define the holomorphic vector bundle E → X by its space of sections φ ∈ Γ(X,E), whose elements are
characterized by vector-valued functions φα

µ(zµ) on Φµ(Xµ) for any 1 ≤ α ≤ r s.t. the gluing rule holds

φα
µ(zµ) = tµν

α
β(z)φ

β
ν (zν) ∀ z ∈ Xµ ∩Xν

Problem A.5. Let H be metric on E defined on each Φµ(Xµ) s.t. it is a positive-definite Hermitian matrix
(Hµ)βα(zµ) and for any φ ∈ Γ(X,E)

φβ
µ(Hµ)βαφ

α
µ

transforms like a scalar, i.e., is invariant under µ 7→ ν. Define the Chern Unitary Connection ∇ on E w.r.t.
H. Give explicit formulas for ∇, both in terms of indices, and in terms of matrices.

Answer A.5. Define ∇ s.t. in the ∂-direction

∇kφ
α = ∂kφ

α ∈ Γ(X,E ⊗ Λ0,1) ∀ 1 ≤ α ≤ r, ∀ φ ∈ Γ(X,E)

Define in ∂-direction

∇jφ
α := Hαγ∂j(Hγβφ

β) ∈ Γ(X,E ⊗ Λ1,0) ∀ 1 ≤ α ≤ r, ∀ φ ∈ Γ(X,E)

Using Einstein summation convention, in components

(∇jφ)
α = (H−1∂j(Hφ))

α

and in matrix notation
∇jφ = H−1∂j(Hφ)

Problem A.6. Show that the commutator of ∇j and ∇k is of the form

[∇j ,∇k]φ
α = Fkj

α

β
φβ ∀ φ ∈ Γ(X,E)

and give explicit expressions for Fkj
α

β
both in terms of indices and in terms of matrices.
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Answer A.6. We compute

[∇j ,∇k]φ
α = ∇j∇kφ−∇k(∇jφ)

= H−1∂j(H∂kφ)− ∂k(H
−1∂j(Hφ))

= H−1∂j(H∂kφ)− ∂k(H
−1 ((∂jH)φ+H∂jφ))

= (H−1∂jH)∂kφ+H−1H∂j∂kφ−H
−1H∂k∂jφ− ∂k(H

−1∂jHφ)

= −{∂k(H
−1∂jH)}φα

=: Fkj
α

β
φβ in components

[∇j ,∇k]φ = Fkjφ in matrix notation

where we define F ∈ Γ(X,Λ1,1 ⊗ End(E)) as

Fkj
α

β
:= −∂k(H

αγ∂jHγβ) in components

Fkj := −∂k(H
−1∂jH) in matrix notation

Problem A.7. If j is an unbarred index, set

Aα
jβ := Hαγ∂jHγβ

where Hαγ is the inverse matrix of Hγβ, i.e.

HαγHγβ = δαβ

Otherwise set Aα
jβ = 0. We also define the connection matrix

Aj := Aα
jβ

and the connection form

A :=

n∑
j=1

Ajdz
j

Show that the connection ∇ can be expressed as

∇φ = dφ+Aφ

Answer A.7. For any 1 ≤ α ≤ r

∇kφ
α = ∂kφ

α

∇jφ
α = Hαγ∂j(Hγβφ

β)

= Hαγ
(
∂j(Hγβ)φ

β +Hγβ∂jφ
β
)

= (Hαγ∂jHγβ)φ
β + δαβ∂jφ

β

= (Hαγ∂jHγβ)φ
β + ∂jφ

α

=⇒ ∇ℓφ
α = ∂ℓφ

α +Aα
ℓβφ

β ∀ ℓ = j, k ℓ, k = 1, · · · , n
∇φ = dφ+Aφ in matrix notation

Given that we’ve defined

Aα
kβ

= 0 ℓ = k in the ∂-direction

Aα
jβ = Hαγ∂jHγβ

= H−1∂jH ℓ = j in the ∂-direction

Problem A.8. Let the curvature form

F :=

n∑
j,k=1

Fkjdz
j ∧ dzk

Show that
F = dA+A ∧A

Deduce the second Bianchi Identity
dF +A ∧ F − F ∧A = 0
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Answer A.8. 1. We compute the RHS.

dA = d(
∑
j

dzjAj) later we drop summation in j

= (∂ + ∂)(dzjAj)

= dzk(∂kAj) ∧ dzj + dzk(∂kAj) ∧ dzj

= −∂kAjdz
j ∧ dzk + dzk(∂kAj) ∧ dzj

= Fkjdz
j ∧ dzk + (∂kAj)dz

k ∧ dzj

Now

∂kAj = ∂k(H
−1∂jH) = (∂k(H

−1))∂jH +H−1∂k∂jH

Notice
∂k(H

−1) = −H−1∂jHH
−1

To check the claim we note

H−1H = 1

∂k(H
−1H) = 0

∂k(H
−1)H +H−1∂kH = 0

∂k(H
−1) = −H−1∂kHH

−1

Thus

∂kAj = −H−1(∂kH)H−1∂jH +H−1∂k∂jH

∂kAjdz
k ∧ dzj = −(H−1∂kH)dzk ∧ (H−1∂jH)dzj +H−1(∂k∂jH)dzk ∧ dzj

But the last term is 0 due to anti-commute. Hence

∂kAjdz
k ∧ dzj = −Akdz

k ∧Ajdz
j

= −A ∧A in matrix notation

As a summary

dA = F −A ∧A
F = dA+A ∧A

2. Now we deduce the second Bianchi Identity. We compute

dF = d(dA+A ∧A)
= 0 + d(A ∧A)
= (dA) ∧A+ (−1)A ∧ dA
= (dA+A ∧A) ∧A−A ∧ (dA+A ∧A)
= F ∧A−A ∧ F

A.3 Dual Bundle

We consider the dual bundle E∗ defined by requirements that its sections are given on Φµ(zµ) by vector-valued
functions (ψµ)α(zµ) for 1 ≤ α ≤ r that satisfies the condition that

(ψµ)α(zµ)φ
α
µ(zµ)

is a scalar, i.e., it is invariant under µ 7→ ν.

Problem A.9. Show that there exists a unique connection on E∗, denoted by ∇ for simplicity, which satisfies
Leibniz’s rule

∂ℓ(ψαφ
α) = (∇ℓψ)αφ

α + ψα(∇ℓφ)
α ∀ ψ ∈ Γ(X,E∗) ∀ φ ∈ Γ(X,E)

and ∇ is given by

∇ℓψα = ∂ℓψα − ψβA
β
ℓα in components

∇ψ = dψ − ψA in matrix notation
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Answer A.9. Assume there exists ∇ s.t. Leibniz rule holds, then ∇ necessarily satisfies

(∂ℓψα)φ
α + ψα(∂ℓφ

α) = (∇ℓψα)φ
α + ψα(∂ℓφ

α +Aα
ℓβφ

β)

(∂ℓψα)φ
α = (∇ℓψα)φ

α + ψαA
α
ℓβφ

β

= (∇ℓψα)φ
α + ψβA

β
ℓαφ

α relabelling

∂ℓψα = ∇ℓψα + ψβA
β
ℓα

∇ℓψα := ∂ℓψα − ψβA
β
ℓα as connection on E∗

In particular

∇jψα := ∂jψα − ψβ(H
βγ∂jHγα) ∀ j = 1, · · · , n

∇kψα := ∂kψα ∀ k = 1, · · · , n

Hence

∇ℓψ = ∂ℓψ − ψAℓ in components

∇ψ = dψ − ψA in matrix notation

Recalling A vanishes in the ∂-direction.

Problem A.10. Show that the commutator of ∇j and ∇k on E∗ are given by

[∇j ,∇k]ψα = −ψβFkj
β

α
in components

[∇j ,∇k]ψ = −ψFkj in matrix notation

where Fkj
α

β
is the curvature of E.

Answer A.10. We compute

[∇j ,∇k]ψα = ∇j∇kψα −∇k∇jψα

= ∂j∂kψα − ∂kψβ(H
βγ∂jHγα)− ∂k∂jψα + (∂kψβ)(H

βγ∂jHγα) + ψβ∂k(H
βγ∂jHγα)

= −ψβ(−∂k(H
βγ∂jHγα))

= −ψβFkj
β

α
in components

[∇j ,∇k]ψ = −ψFkj in matrix notation

Problem A.11. Check that the notion of metric H on E can be given by a simple equivalent definition in terms
of E∗: a metric H on E is a section of the bundle E∗ ⊗E∗ satisfying the condition that the Hermitian form on
Γ(X,E) defined by

φ ∈ Γ(X,E) 7→ φHφ is positive definite (39)

Answer A.11. Assume H ∈ Γ(X,E∗ ⊗ E∗) s.t. (39) holds. Then by gluing rule, for tµν
α
β the transition

functions on E → X

(Hµ)βα = (tµν
−1)αδ(tµν

−1
)β

γ
(Hν)γδ

tµν
β

γ(Hµ)βαtµν
α
δ = (Hν)γδ using positive-definiteness of tµν

α
β

tµν
β

γφ
γ
ν(zν)(Hµ)βαtµν

α
δφ

δ
ν(zν) = φγ

ν(zν)(Hν)γδφ
δ
ν(zν)

φβ
µ(zµ)(Hµ)βαφ

α
µ(zµ) = φγ

ν(zν)(Hν)γδφ
δ
ν(zν) on Xµ ∩Xν

Hence
φβHβαφ

α transforms as a scalar ∀ φ ∈ Γ(X,E)

On the other hand, (39) is important to go backwards, as we need to take inverse of φγ
ν(zν)(Hν)γδφ

δ
ν(zν) on both

sides, which only makes sense when φHφ is positive definite. Then conclude using characterization of sections

in Γ(X,E∗ ⊗ E∗) using transition functions of the form t−1
µν ⊗ t−1

µν .
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A.4 Kähler Geometry

We now apply the set-up to case of E = T 1,0X, whose sections are given in local coordinates as

φ =

n∑
p=1

φp(z)
∂

∂zp

1. A metric on T 1,0(X) is denoted by gpq(z)

2. The curvature of its Chern Unitary Connection is denoted as Rkj
m

q

Rkj
m

q
:= −∂k(g

mp∂jgpq)

3. Given a metric gpq we define its symplectic form ω as

ω := i

n∑
p,q=1

gpqdz
q ∧ dzp

Problem A.12. Define the notion of Kähler metric.

Answer A.12. For connection form A defined via

∇jφ
α = ∂jφ

α +Aα
jβφ

β

In particular

Aα
jβ = (H−1∂jH)αβ = Hαγ∂jHγβ

Aα
kβ

= 0 no correction in ∂-direction

we define the torsion-tensor as
T ℓ
jp := Aℓ

jp −Aℓ
pj

Now a metric Hkj on T 1,0(X) is said to be Kähler if

T ℓ
jp = 0 i.e. Aℓ

jp = Aℓ
pj

In particular, we introduce an important characterisation of Kähler metric. gkj is Kähler iff

dω = 0

i.e.
∂ℓgkj = ∂jgkℓ (40)

To see this, it suffices to just compute.

dω = id(gkjdz
j ∧ dzk)

= i(dgkj ∧ dz
j ∧ dzk)

= i

(
∂

∂zℓ
gkjdz

ℓ +
∂

∂zℓ
gkjdz

ℓ

)
∧ dzj ∧ dzk

=
i

2

(
(
∂

∂zℓ
gkj −

∂

∂zj
gkℓ)dz

ℓ ∧ dzj ∧ dzk + (
∂

∂zℓ
gkj −

∂

∂zk
gℓj)dz

ℓ ∧ dzj ∧ dzk
)

Hence dω = 0 implies both

∂

∂zℓ
gkj −

∂

∂zj
gkℓ = 0

∂

∂zℓ
gkj −

∂

∂zk
gℓj = 0

We observe now that these are exactly the same as

T ℓ
jp = 0

So indeed
Aℓ

jp = Aℓ
pj =⇒ gℓm∂jgmp = gℓm∂pgmj
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Problem A.13 (First Bianchi Identity). Assume the metric gpq is Kähler, and set

Rkjmq := gmpRkj
p

q

Establish the identities
Rkjmq = Rmjkq = Rmqkj

Answer A.13. We compute

Rkjmq = gmℓ(−∂k(g
ℓp∂jgpq))

= −gmℓ

(
∂k(g

ℓp)∂jgpq + gℓp∂k∂jgpq
)

Notice we have formula
∂k(g

ℓp) = −gℓr(∂kgrs)g
sp

In matrix notation this is
∂k(G

−1) = −G−1(∂kG)G
−1

To see this we know

G−1G = I

∂k(G
−1)G+G−1∂kG = 0

∂k(G
−1) = −G−1∂kGG

−1

Hence we use this formula and substitute to above.

Rkjmq = gmℓg
ℓr(∂kgrs)g

sp∂jgpq − gmℓg
ℓp∂k∂jgpq

= gmℓg
ℓr(∂kgrs)g

sp∂jgpq − ∂k∂jgmq since gmℓg
ℓp = δpm

Now to interchange indices, using again that gmℓg
ℓr = δrm one has

Rkjmq = (∂kgms)g
sp∂jgpq − ∂k∂jgmq

One may indeed interchange k and m, and j and q using the Kähler property (40) hence

Rkjmq = (∂kgms)g
sp∂jgpq − ∂k∂jgmq

= (∂mgks)g
sp∂jgpq − ∂m∂jgkq = Rmjkq

= (∂mgks)g
sp∂qgpj − ∂m∂qgkj = Rmqkj

Problem A.14. In what follows we need the following simple algebraic identity. Let

M = i

n∑
p,q=1

Mpqdz
q ∧ dzp

be a Hermitian (1, 1)-form, i.e., satisfying
Mpq =Mqp

Then

M ∧ ωn−1

(n− 1)!
= Tr(M)

ωn

n!
(41)

where
Tr(M) := gqpMpq

Prove this identity.

Answer A.14. To check this, assume that both are diagonal, i.e.

M = i
∑
ℓ

Mℓℓdz
ℓ ∧ dzℓ

and
ω = i

∑
k

gkkdz
k ∧ dzk
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This uses the fact that a Hermitian metric ω and a Hermitian formM can always be simultaneously diagonalized.
Then

M ∧ ωn−1

(n− 1)!
= (i

∑
ℓ

Mℓℓdz
ℓ ∧ dzℓ) ∧ (i

∑
k1

gk1k1
dzk1 ∧ dzk1) ∧ · · · ∧ (i

∑
kn−1

gkn−1kn−1
dzkn−1 ∧ dzkn−1)

= in
∑
ℓ

Mℓℓ(
∏
p ̸=ℓ

gpp)(dz
1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn)

= in
∑
ℓ

(g−1

ℓℓ
)Mℓℓ(

∏
p

gpp)(dz
1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn)

= gmℓMℓm

ωn

n!
= Tr(M)

ωn

n!

Problem A.15. Letting Mpq = δgpq where δgpq is an arbitrary Hermitian variation of the metric. Deduce that

δ log(ωn) = Tr(δg) = gqpδgpq

and hence for any partial derivative ∂ℓ
∂ℓ log(ω

n) = gqp∂ℓgpq

Answer A.15. The variation writes

δ log(ωn) =
δ(ωn)

ωn
=
δ(ω ∧ · · · ∧ ω)

ωn

=
1

ωn
((δω ∧ · · · ∧ ω) + · · ·+ (ω ∧ · · · ∧ δω))

= n
δω ∧ ωn−1

ωn

(41)
= n

Tr(δω)

ωn

ωn

n!
(n− 1)! = Tr(δω) = gjkδωkj = gqpδgpq

and hence for any partial derivative

∂ℓ(log(ω
n)) = gqm∂ℓ(gmq)

Problem A.16. Define the Ricci curvature of the metric gkj by

Rkj = Rkj
q

q

Show that
Rkj = −∂k∂j logω

n

Answer A.16. Note

Rkj = Rkj
q

q

= −∂k(g
qp∂jgpq)

Notice from the previous problem, we derived

∂j log(ω
n) = gqp∂jgpq

Hence plugging in we obtain

Rkj = −∂k∂j log(ω
n)

A.5 Anti-Canonical Bundle and Calabi Conjecture

Let the canonical bundle KX be the bundle Λn,0 of (n, 0)-forms, and let the anti-canonical bundle be the bundle
K−1

X . Observe that ωn is the positive section of KX ⊗KX , and hence ωn can be viewed as a metric on K−1
X .

Problem A.17. Explain why the Ricci curvature Rkj can then be interpreted as the curvature of K−1
X with

respect to the metric ωn.
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Answer A.17. Since ωn is an (n, n)-form, it is a section of

KX ⊗KX

where KX is the bundle of n-forms, i.e. the line bundle whose sections involve

f(z)dz1 ∧ · · · ∧ dzn

This implies ωn is a metric on K−1
X . Since a metric on a line bundle L is by definition, a strictly positive

section of
L−1 ⊗ L−1

Now let L := K−1
X we see that a metric on L is thus a positive section of KX ⊗KX . Thus

Rkj = −∂k∂j(log(ω
n))

is precisely the curvature of the bundle K−1
X due to definition of curvature for holomorphic line bundles.

Problem A.18. Let the Ricci form Ric(ω) be defined by

Ric(ω) :=

n∑
k,j

Rkjdz
j ∧ dzk = −∂∂(log(ωn))

Explain why Ric(ω) is a closed form, and why we have

[iRic(ω)] = c1(K
−1
X )

Observe that the right-hand side is independent of the Kähler metric ω.

Answer A.18. 1. To see Ric(ω) is closed form, notice

dRic(ω) = −(∂ + ∂)∂∂(log(ωn))

= −(∂2∂ + ∂∂∂)(log(ωn))

= −∂∂∂(log(ωn)) using ∂2 = 0

= ∂∂
2
(log(ωn)) using ∂∂ + ∂∂ = 0

= 0 using ∂
2
= 0

2. Recall the definition for de Rham cohomology

[Ric(ω)]dR := Ric(ω)/{exact forms dψ where ψ ∈ Λ1}

Assume two metrics ωn
1 and ωn

2 gives rise to two Ricci Forms

iRic(ω1) = −i∂∂(log(ωn
1 )) iRic(ω2) = −i∂∂(log(ωn

2 ))

Notice

R1
kj
−R2

kj
= −∂k∂j(log(ω

n
1 )) + ∂k∂j(log(ω

n
2 ))

= −∂k∂j(log(
ωn
1

ωn
2

))

But
ωn

1

ωn
2
is a strictly positive C∞ function since

ωn
1 ∈ KX ⊗KX , ωn

2 ∈ KX ⊗KX ,
ωn
1

ωn
2

∈ 1

Thus
ωn
1

ωn
2

= eϕ for certain ϕ ∈ C∞ and ϕ > 0

Now

R1
kj
−R2

kj
= −∂k∂jϕ

i(R1
kj
−R2

kj
)dzj ∧ dzk = −i∂k∂jϕdz

j ∧ dzk

= −i∂∂ϕ = −i(∂ + ∂)∂ϕ

= −id(∂ϕ) exact form
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Hence
[ iRic(ω1) ] = [ iRic(ω2) ]

is independent of the metric ωn. Thus in particular

[ iRic(ω) ] = [ c1(Ric(ω)) ]dR = c1(K
−1
X )

Problem A.19. Let Mkj be a given Hermitian matrix, and let

M :=
∑
kj

Mkjdz
j ∧ dzk

We consider the following equation for a Kähler metric ω

Ric(ω) =M

Find necessary conditions on M for the existence of solutions.

Answer A.19. 1. One necessary condition for existence of solution ω is that M is closed, i.e. dM = 0.
This is because

dRic(ω) = 0

is closed

2. Another necessary condition is
[M ]dR = c1(K

−1
X )

since we necessarily have
[M ]dR = [Ric(ω) ]dR = c1(K

−1
X )

Problem A.20. Formulate the Calabi Conjecture.

Answer A.20. Given M satisfying dM = 0 and

[M ]dR = [Ric(ω) ]dR = c1(K
−1
X )

Then in any Kähler class [ω0 ], there exists a unique ω ∈ [ω0 ] with

Ric(ω) =M
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B Final

B.1 Chern Connection and Curvature w.r.t. two metrics

Let X be a complex manifold of dimension n. Let ω and ω̂ be two Hermitian metrics on X. In local coordinates,
they write

ω̂ := i

n∑
j,k=1

ĝkjdz
j ∧ dzk

ω := i

n∑
j,k=1

gkjdz
j ∧ dzk

Let ∇̂ and ∇ denote their Chern unitary connections respectively w.r.t. ω̂ and ω. Let R̂kj

p

q
and Rkj

p

q
be the

corresponding curvature tensors.

Problem B.1. Write down the explicit formulas for ∇̂ and ∇ acting on vector fields V m and differential forms
Wp where m and p are unbarred directions.

Answer B.1. We denote j as unbarred direction and k as barred direction. For vector fields

∇̂jV
m = ĝ−1∂j(ĝV

m) = ĝmℓ∂j(ĝℓpV
p)

∇̂kV
m = ∂kV

m

∇jV
m = g−1∂j(gV

m) = gmℓ∂j(gℓpV
p)

∇kV
m = ∂kV

m

For differential forms, we compute using Dual Bundle

∇̂jWp = ∂jWp −Wq(ĝ
qℓ∂j ĝℓp)

∇̂kWp = ∂kWp

∇jWp = ∂jWp −Wq(g
qℓ∂jgℓp)

∇kWp = ∂kWp

Problem B.2. Let h be the relative endomorphism with respect to both metrics ω̂ and ω defined by

hpq := ĝpmgmq

Show that h is a positive endomorphism w.r.t. both metrics ω̂ and ω. Hence so is h−1.

Answer B.2. Denote ⟨·, ·⟩ω̂ and ⟨·, ·⟩ω as inner product w.r.t. to the two metrics. We first show that

⟨V, V ⟩ω = ⟨hV, V ⟩ω̂

and it follows that h is positive w.r.t. ω̂. To do so, for any V ̸= 0 vector field

⟨V, V ⟩ω = gkjV
jV k

= ĝkp
(
ĝpmgmj

)
V jV k

= ĝkph
p
jV

jV k

= ĝkp(hV )pV k = ⟨hV, V ⟩ω̂

Since LHS is a inner product and positive, then h > 0 w.r.t. ω̂. Similarly, h−1 is also positive w.r.t. ω̂.
Interchanging roles of ω and ω̂ we obtain positivity of h and h−1 w.r.t. both metrics.

Problem B.3. Show that the covariant derivatives ∇, ∇̂ on vector fields are related by the formula

∇jV
m − ∇̂jV

m = (∇jhh
−1)mpV

p (42)

and on differential forms are related by the formula

∇jWp − ∇̂jWp = −Wq(∇jhh
−1)qp (43)
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Answer B.3. Notice
h = ĝ−1g =⇒ ĝ = gh−1

Hence

∇̂jV = ĝ−1∂j(ĝV ) = hg−1∂j(gh
−1V )

= hg−1∇j(gh
−1V ) gsm(h−1)mrV

r section of an antiholomorphic bundle

= hg−1g∇j(h
−1V )

= h
(
∇j(h

−1V )
)

= h
(
−h−1(∇jh)h

−1V + h−1∇jV
)

= −(∇jh)h
−1V +∇jV

On the other hand

∇̂jW = ∂jW −W (ĝ−1∂j ĝ)

= ∂jW −W (hg−1∂j(gh
−1))

= ∂jW −W (hg−1(∂jgh
−1 − gh−1(∂jh)h

−1))

= ∂jW −W (g−1∂jg − h−1∂jh)

= ∂jW −W (g−1∂jg) +W (h−1∂jh)

= ∇jW +W (∇jhh
−1)

Rearranging both yields (42) and (43).

Problem B.4. Show that the curvature tensors of ω and ω̂ are related by

Rkj
m

p
− R̂kj

m

p
= −∂k(∇jhh

−1)mp (44)

Answer B.4. Apply ∂k to both sides of (42)

∂k∇̂jV
m = ∂k(∇jV

m)− ∂k((∇jhh
−1)V m)

∇̂j(∂kV
m)− R̂kj

m

p
V p = ∇j(∂kV

m)−Rkj
m

p
V p − ∂k((∇jhh

−1)V m)

∇̂j(∂kV
m)−∇j(∂kV

m) = R̂kj

m

p
V p −Rkj

m

p
V p − ∂k((∇jhh

−1)V m)

−(∇jh)h
−1(∂kV

m) = R̂kj

m

p
V p −Rkj

m

p
V p − ∂k(∇jhh

−1)V m − (∇jhh
−1)∂kV

m using (42)

R̂kj

m

p
V p −Rkj

m

p
V p = ∂k(∇jhh

−1)V m

R̂kj

m

p
−Rkj

m

p
= ∂k(∇jhh

−1)mp

Rkj
m

p
− R̂kj

m

p
= −∂k(∇jhh

−1)mp

B.2 Kähler Geometry and Calabi Conjecture

Let X be a complex n-dim Kähler Manifold.

Problem B.5. Define the first Chern Class c1(X) of the manifold X.

Answer B.5. For a general connection ∇ on the holomorphic tangent bundle T 1,0X, c1(X) is represented by:

c1(X) = [Tr(R)]dR ∈ H
1,1(X,R),

where R is the curvature form of ∇. In our case

[F ]dR := F/{exact forms dψ where ψ ∈ Λ0}

Problem B.6. Let

ω = i

n∑
j,k=1

gkjdz
j ∧ dzk

be any Kähler metric on X. Show that its Ricci form

Ric(ω) = i
∑
j,k

Rjk dz
j ∧ dzk,

is a closed (1, 1)-form and its de Rham cohomology class is always c1(X).
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Answer B.6. The Ricci curvature form associated to ω is:

Ric(ω) = i
∑
j,k

Rjk dz
j ∧ dzk,

where Rjk = −∂j∂k log det(g). We first show it is closed (1, 1)-form. Indeed

dRic(ω) = −i(∂ + ∂)∂∂(log(ωn))

= −i(∂2∂ + ∂∂∂)(log(ωn))

= −i∂∂∂(log(ωn)) using ∂2 = 0

= i∂∂
2
(log(ωn)) using ∂∂ + ∂∂ = 0

= 0 using ∂
2
= 0

Conclude by observing that Ricci form is defined as the trace of the curvature form. The first Chern class is
thus the de Rham cohomology class

c1(X) = [Ric(ω)]dR ∈ H
1,1(X,R).

Problem B.7. We consider the question of whether X admits a Kähler-Einstein metric of negative scalar-
curvature, that is, whether X admits a Kähler metric ω which satisfies the following Euclidean analogue of
Einstein’s Equation

Ric(ω) = −ω

i.e.
Rkj = −gkj (45)

1. Explain why a necessary condition for the existence of such a Kähler-Einstein metric is that c1(X) must
be negative-definitive, in the sense that −c1(X) admits a representative which is a Kähler metric.

2. Furthermore, explain why a Kähler-Einstein metric ω satisfying (45) must be in the cohomology class
−c1(X).

Answer B.7. 1. We first discuss necessity of −c1(X) being positive. The Ricci form Ric(ω) represents the
first Chern class c1(X) = [Ric(ω)]dR. If Ric(ω) = −ω, then

c1(X) = [−ω]dR = −[ω]dR

Since ω is a Kähler metric, [ω]dR is a positive (1, 1)-cohomology class. Thus, −c1(X) must be positive,
i.e., −c1(X) admits a Kähler metric representative. This makes c1(X) negative-definite.

2. Cohomology class of ω. From the equation (45), take cohomology classes

[Ric(ω)]dR = −[ω]dR

By definition, [Ric(ω)]dR = c1(X). Substituting

c1(X) = −[ω]dR =⇒ [ω]dR = −c1(X).

Thus, ω lies in the cohomology class −c1(X).

Problem B.8. Assume now c1(X) is negative definite, and let ω̂ ∈ c1(X) be a Kähler metric. Since the de
Rham cohomology class of Ric(ω̂) + ω̂ is 0, by ∂∂-lemma, we can write

Ric(ω̂) + ω̂ = i∂∂F (46)

for some function F which is unique up to an additive constant. Show that if

ω = ω̂ + i∂∂φ > 0 (47)

is a Kähler-Einstein metric, then after possibly shifting φ by an additive constant, φ must satisfy Monge-Ampère
Equation

(ω̂ + i∂∂φ)n = ω̂neφ+F (48)
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Answer B.8. We want to express Ric(ω)−Ric(ω̂) in two different ways. Using ω satisfies (45) and ω̂ satisfies
(46) we write

Ric(ω)− Ric(ω̂) = ω̂ − ω − i∂∂F
−i∂∂ log(ωn) + i∂∂ log(ω̂n) = −i∂∂(F + φ) using Ricci and (47)

−i∂∂(log(ω
n

ω̂n
)) = −i∂∂(F + φ)

i∂∂(log(
ωn

ω̂n
)) = i∂∂(F + φ)

log(
ωn

ω̂n
) = F + φ using

ωn

ω̂n
is scalar function

ωn

ω̂n
= eF+φ

ωn = ω̂neF+φ

(ω̂ + i∂∂φ)n = ω̂neF+φ using (46) again

B.3 C0 Estimate

We consider the problem of a priori estimate for the Monge-Ampère Equation (48).

Problem B.9. Show that any C2 solution φ of the equation (48) must satisfy the following C0 estimate

∥φ∥C0 ≤ ∥F∥C0 (49)

Answer B.9. Proof. First we consider z0 where φ attains its maximum. Then at such point, the Hessian
(∂j∂kφ) of φ must be a non-positive matrix. Hence at z0

ω = ω̂ + i∂∂φ ≤ ω̂

But then

ωn(z0) = (ω̂neφ+F )(z0) ≤ ω̂n(z0)

eφ(z0) ≤ e−F (z0)

max
X

φ ≤ ∥F∥C0

On the other hand consider z1 where φ attains its minimum. Then the Hessian (∂j∂kφ) of φ must be a
non-negative matrix. Hence at z1

ω = ω̂ + i∂∂φ ≥ ω̂
Then

ωn(z1) = (ω̂neφ+F )(z1) ≥ ω̂n(z1)

eφ(z1) ≥ e−F (z1)

min
X

φ ≥ −∥F∥C0

Thus we conclude (49)
∥φ∥C0 ≤ ∥F∥C0

B.4 C2 Estimate

We still consider the Monge-Ampère Equation (48) or its equivalent formulation using Ricci curvature (45). Let
h be the endomorphism defined by

hpq := ĝpmgmq

Let the trace of h be defined as usual by

Tr(h) := hpp = ĝpmgmp

Problem B.10. Show that Tr(h) satisfies the differential identity

∆(Tr(h)) = (h−1)pℓ R̂
ℓ

p

r

s
+Tr(h) + gpqTr(∇phh

−1∂qh) (50)

where ∆ is the Laplacian on scalars with respect to ω ∆ = gpq∇q∇p.
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Answer B.10. We calculate

∆(Tr(h)) = gpq∇q∇p(Tr(h)) = gpq∇q(Tr(∇ph))

= gpq∇q(Tr(∇phh
−1)h)

= gpq(Tr(∇q(∇phh
−1)h) + Tr(∇phh

−1)∂qh)

We compute the first term. Notice using (44)

gpqTr(∇q(∇phh
−1)h) = gpq(R̂qp

m

ℓ −Rqp
m

ℓ)h
ℓ
m

= gpqR̂qp
m

ℓh
ℓ
m − gpqRqp

m
ℓh

ℓ
m

Using (45) we know

gpqRqp
m

ℓh
ℓ
m = Rm

ℓ h
ℓ
m

= Rm
ℓ ĝ

ℓkgkm

= Rkℓĝ
ℓk

= −gkℓĝ
ℓk

= −Tr(h)

On the other hand

gpqR̂qp
m

ℓh
ℓ
m = ((ĝh)−1)pqR̂qp

m

ℓh
ℓ
m

= (h−1 ◦ ĝ−1)pqR̂qp
m

ℓh
ℓ
m

= (h−1)pℓ ĝ
ℓqR̂qp

m

ℓh
ℓ
m

= (h−1)pℓ R̂
ℓ

p

r

s
hsr

Collecting terms we obtain

∆(Tr(h)) = (h−1)pℓ R̂
ℓ

p

r

s
hsr +Tr(h) + gpqTr(∇phh

−1)∂qh

Problem B.11. Establish the following general identity.

∆(log(Tr(h))) =
∆(Tr(h))

Tr(h)
− gpq∂pTr(h)∂qTr(h)

(Tr(h))2
(51)

Answer B.11.

∆ log(Tr(h)) = gpq∂q∂p log(Tr(h))

= gpq∂q

(
∂p(Tr(h))

Tr(h)

)
= gpq

(
∂q∂p(Tr(h))

Tr(h)
− ∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

)
=

∆(Tr(h))

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

Problem B.12. Deduce the following identity for the above Monge-Ampère Equation.

∆(log(Tr(h))) =
(h−1)pℓ R̂

ℓ

p

r

s
hsr

Tr(h)
+ 1 +

(
gpqTr(∇phh

−1∂qh)

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

)
(52)

Answer B.12. We put (50) and (51) together.

∆(log(Tr(h))) =
∆(Tr(h))

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

=
1

Tr(h)

(
(h−1)pℓ R̂

ℓ

p

r

s
hsr +Tr(h) + gpqTr(∇phh

−1)∂qh
)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

=
(h−1)pℓ R̂

ℓ

p

r

s
hsr

Tr(h)
+ 1 +

(
gpqTr(∇phh

−1)∂qh

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

)
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Problem B.13. Explain why Tr(h) can be viewed as a norm for h, and similarly Tr(h−1) as a norm for h−1.
And hence we obtain

|(h−1)pℓ R̂
ℓ

p

r

s
hsr| ≤ Cω̂0

(Tr(h))(Tr(h−1)) (53)

for Cω̂ constant depending only on the curvature tensor of the reference metric ω̂.

Answer B.13. The trace Tr(h) = ĝpmgmp measures the ”size” of h as the sum of its eigenvalues. Similarly,
Tr(h−1) = gpmĝmp measures the size of h−1. For positive-definite Hermitian endomorphisms, these traces act as
L1-norms on eigenvalues. Due to the given reference metric, one can choose Cω̂ large to bound the components
of R̂. Now by the Cauchy-Schwarz inequality∣∣∣(h−1)pℓ R̂

ℓ

p

r

s
hsr

∣∣∣ ≤ Cω̂ · Tr(h) · Tr(h−1)

Problem B.14. Deduce the following differential inequality using Aubin-Yau (33)

∆ log(Tr(h)) ≥ −Cω̂Tr(h
−1) + 1 (54)

Answer B.14. Recall Aubin-Yau’s Inequality (33) algebraic inequality.

gpqTr(∇phh
−1)∂qh

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2
≥ 0

Hence plugging (53) and (33) into (52) we obtain

∆ log(Tr(h)) ≥ −Cω̂(Tr(h))(Tr(h
−1))

Tr(h)
+ 1 +

(
gpqTr(∇phh

−1)∂qh

Tr(h)
− gpq∂p(Tr(h))∂q(Tr(h))

(Tr(h))2

)
≥ −Cω̂Tr(h

−1) + 1 + 0 = −Cω̂Tr(h
−1) + 1

Problem B.15. Deduce that there exists a constant K, depending only on ω̂ and ∥φ∥C0 , so that at any point
z ∈ X, we have

Tr(h(z)) ≤ K

Answer B.15. Let’s now consider the expression for A to be chosen

∆(log(Tr(h))−Aφ) = ∆ log(Tr(h))−A∆φ
= ∆ log(Tr(h)) +A

(
Tr(h−1)− n

)
≥ −Cω̂Tr(h

−1) + 1 +ATr(h−1)−An

Take now
A := 2Cω̂

Then

∆(log(Tr(h))−Aφ) ≥ Cω̂Tr(h
−1)− C3 C3 := −An− 1

Now apply the maximum principle to this. Let z1 be a local maximum point of log(Tr(h))−Aφ. Then

0 ≥ ∆(log(Tr(h))−Aφ) (z1) ≥ Cω̂Tr(h
−1)(z1)− C3

Tr(h−1)(z1) ≤ C4 C4 :=
C3

Cω̂

Let λ1, · · · , λn be the eigenvalues of h at z1. Thus we have

1

λ1
+ · · ·+ 1

λn
≤ C4

and then

λ1, · · · , λn ≥ C5 :=
1

C4

But now from the Monge-Ampère Equation (48),

ωn = ω̂neφ+F ⇐⇒ ωn

ω̂n
= eφ+F
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Thus the product

n∏
ℓ=1

λℓ = eφ+F

Cn−1
5 λr ≤

∏
ℓ ̸=r

λℓ

λr = eφ+F

λr ≤ C6 :=
max e2F

Cn−1
5

∀ 1 ≤ r ≤ n

where in the last step we used C0 estimate (49). Now at an arbitrary point z ∈ X, we can write

(log(Tr(h))−Aφ) (z) ≤ (log(Tr(h))−Aφ) (z1)
≤ (log(nC6)−Aφ) (z1)

(log(Tr(h))−Aφ) (z) ≤ C7 −Aφ(z1)

Now we can rewrite

log(Tr(h(z))) ≤ C7 +A(φ(z)− φ(z1))
≤ C7 +Aosc(φ)

Tr(h(z)) ≤ C8e
Aosc(φ)

≤ C8e
2A∥φ∥C0

≤ K using Estimate (49)
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