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Chapter 1

Functions of Bounded Variation

1.1 Functions of Bounded Variation and Caccioppoli Sets

1.1.1 Definitions and Semicontinuity

Definition 1.1.1 (BV Functions). Let Ω ⊂ Rn be open set. f ∈ L1(Ω).

ˆ
Ω

|Df | := sup{
ˆ
Ω

f divg dx | g ∈ C1
0 (Ω;Rn), |g(x)| ≤ 1} (1.1)

f ∈ BV (Ω) if
´
Ω
|Df | <∞. BV (Ω) is space of L1(Ω) functions of bounded variation in Ω.

Example 1.1.1. If f ∈ C1(Ω),
´
Ω
|Df | =

´
Ω
|∇f |dx where ∇f ∈ C(Ω;Rn) is classical gradient. If f ∈W 1,1(Ω),´

Ω
|Df | =

´
Ω
|∇f |dx where ∇f ∈ L1(Ω;Rn) is weak gradient.

Example 1.1.2. We study φE(x) =

{
1 x ∈ E
0 x ∈ Rn \ E characteristic on E with C2 boundary.

• If E is bounded, ∥φE∥L1(Ω) = |E ∩ Ω| < ∞ so φE ∈ L1(Ω). But ∇φE distributional derivative is vector-

valued Radon measure instead of L1(Ω) function, hence φE /∈ W 1,1(Ω). But on the other hand, we may
compute

´
Ω
|DφE |. Let g ∈ C1

0 (Ω;Rn) s.t. |g| ≤ 1, so by Gauss-Green formula

ˆ
Ω

φE divg dx =

ˆ
E

divg dx =

ˆ
∂E

g · ν dHn−1 ≤ Hn−1(∂E ∩ Ω) (1.2)

for ν outer unit normal to ∂E. Taking supremum in g yields
´
Ω
|DφE | <∞. Thus W 1,1(Ω) ⊊ BV (Ω).

• We in fact prove
´
Ω
|DφE | = Hn−1(∂E ∩ Ω). Since E C2 boundary, v ∈ C1(∂E;Rn) with |ν| = 1. Since

∂E is closed in Rn and Rn is normal, we may apply Tietze Extension to extend ν to N ∈ C1(Rn;Rn)
with |N | ≤ 1. By Urysohn’s there exists η ∈ C∞

0 (Ω) s.t. |η| ≤ 1, so let g = ηN ∈ C1
0 (Ω;Rn)

ˆ
Ω

φE divg dx =

ˆ
E

divg dx =

ˆ
∂E

ηN · ν dHn−1 =

ˆ
∂E

η dHn−1

Take supremum in g on LHS and in η on RHS yields (due to Hn−1⌞∂E is Radon measure on Rn)

ˆ
Ω

|DφE | ≥ sup{
ˆ
∂E

η dHn−1 | η ∈ C∞
0 (Ω), |η| ≤ 1} = Hn−1(∂E ∩ Ω) (1.3)

Hence (1.2) and (1.3) together gives, for E C2 boundary

ˆ
Ω

|DφE | = Hn−1⌞∂E(Ω) := Hn−1(∂E ∩ Ω) (1.4)

A side remark: (1.4) is true in fact for E with C1 boundary.

Remark 1.1.1. For f ∈ BV (Ω), the duality pairing ⟨Df, g⟩ := −
´
Ω
f divg dx defines the distributional gradient

Df ∈ (C1
0 (Ω;Rn))′ because

´
Ω
|Df | = supg∈C1

0 (Ω;Rn)
|⟨Df,g⟩|

|g| < ∞. By Riesz, the bounded linear functional Df

on C1
0 (Ω;Rn) defines a vector-valued Radon measure Df on Ω with

´
Ω
|Df | the total variation of Df on Ω.

Since |Df | is a Borel measure over Ω, one may measure
´
A
|Df | for A ⊂ Ω not necessarily open. In particular,

if f = φE for some E bounded and C2 so that φE ∈ BV (Ω), since the two Borel measures |DφE | and Hn−1⌞∂E
agrees on all open sets as in (1.4), they agree on all Borel sets.
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2 CHAPTER 1. FUNCTIONS OF BOUNDED VARIATION

Definition 1.1.2 (Perimeter & Caccioppoli Set). Let Ω ⊂ Rn be open and E a Borel set. The Perimeter of E
in Ω is

P (E,Ω) :=

ˆ
Ω

|DφE | = sup{
ˆ
E

divg dx | g ∈ C1
0 (Ω;Rn), |g| ≤ 1} (1.5)

If Ω = Rn write P (E) := P (E,Rn). The Borel set E is a Caccioppoli Set if it has locally finite perimeter, i.e.,
P (E,Ω) <∞ for each bounded open Ω ⊂ Rn.

Remark 1.1.2. One has characterisations for Caccioppoli Sets E

• E is a Caccioppoli Set iff there exist vector-valued Radon measure ω over Rn s.t.

1. ω has locally finite variation, i.e., for each bounded open Ω ⊂ Rn, |ω|(Ω) <∞
2. for all g ∈ C1

0 (Ω;Rn) s.t. |g| ≤ 1, one has
´
E
divg dx =

´
g · dω

Proof. =⇒ Since for each Ω bounded and open, P (E,Ω) =
´
Ω
|DφE | <∞ iff φE ∈ BV (Ω), DφE defines

a vector-valued Radon measure with locally finite variation over Rn. Let ω = −DφE , so for each fixed Ω,
ˆ
g · dω = −⟨DφE , g⟩ =

ˆ
Ω

φE divg dx =

ˆ
E

divg dx

⇐= Suppose such ω exists. Then for any g ∈ C1
0 (Ω;Rn) s.t. |g| ≤ 1

ˆ
E

divg dx =

ˆ
g · dω ≤ |ω|(Ω) <∞

take supremum in g on LHS gives P (E,Ω) =
´
Ω
|DφE | ≤ |ω|(Ω) <∞.

Definition 1.1.3 (Gauss-Green Measure DφE). For E Caccioppoli, the vector-valued Radon measure
DφE on Rn with locally finite variation that satisfies the above is called the Gauss-Green measure of E.

• For E any Borel Set, suppDφE ⊂ ∂E where

suppDφE := Rn \
⋃{

A open | ∀ g ∈ C1
0 (A;Rn), |g| ≤ 1 =⇒

ˆ
g ·DφE = 0

}
Proof. For any x /∈ ∂E, there exists A open neighbor of x s.t. either A ⊂ E or A ⊂ Ec. If A ⊂ Ec,
φE = 0 on A, so for any g ∈ C1

0 (A;Rn), |g| ≤ 1 one indeed has
´
g ·DφE = −

´
φE divg dx = 0. If A ⊂ E,

φE = 1 on A, so for such g,
´
g ·DφE = −

´
E
divg dx = −

´
divg dx = 0 since g is compactly supported

and one apply the divergence theorem. Thus for any x /∈ ∂E, x /∈ suppDφE .

• E is a Caccioppoli Set iff the Gauss-Green formula holds in a generalized sense, i.e., for any Ω ⊂ Rn open
and bounded, and for any g ∈ C1

0 (Ω;Rn) s.t. |g| ≤ 1
ˆ
E

divg dx = −
ˆ
∂E

g ·DφE (1.6)

Proof. =⇒ follows directly. ⇐= By the previous item,
´
∂E

g ·DφE =
´
g ·DφE . Indeed, ω := −DφE

has bounded variation on each open bounded Ω. Use the first item that characterises Caccioppoli set.

• Given Caccioppoli set E, one has useful identification of φE ∈ BV

Corollary 1.1.1. For E Caccioppoli, and Ω ⊂ Rn open. If either E or Ω is bounded, φE ∈ BV (Ω).

Proof. Since either E or Ω is bounded, ∥φE∥L1(Ω) = |E ∩ Ω| < ∞ hence φE ∈ L1(Ω). Now one compute´
Ω
|DφE |, and may proceed in 2 directions. If Ω itself is bounded, since E Caccioppoli gives locally finite

perimeter, indeed
´
Ω
|DφE | <∞. If on the other hand, E is bounded, for any g ∈ C1

0 (Ω;Rn) s.t. |g| ≤ 1,
using (1.6) ˆ

Ω

φE divg dx =

ˆ
E

divg dx = −
ˆ
∂E

g ·DφE

∂E is bounded and closed, hence compact. Then one may cover ∂E using sufficient large open ball BR,
and since E is Caccioppoli, |DφE | defines locally finite variation positive measure

−
ˆ
∂E

g ·DφE ≤
ˆ
BR∩Ω

|DφE | <∞
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Theorem 1.1.1 (Semi-continuity). Let Ω ⊂ Rn open. {fj} ⊂ BV (Ω) s.t. fj → f in L1
loc(Ω), thenˆ

Ω

|Df | ≤ lim inf
j→∞

ˆ
Ω

|Dfj | (1.7)

Proof. For any g ∈ C1
0 (Ω;Rn) s.t. |g| ≤ 1ˆ

Ω

f divg dx = lim
j→∞

ˆ
Ω

fj divg dx ≤ lim inf
j→∞

ˆ
Ω

|Dfj |

take supremum in g on LHS.

Remark 1.1.3. The equality in (1.7) may not be achieved. Let Ω = (0, 2π) and fj(x) = 1
j sin(jx). Note´ 2π

0
| 1j sin(jx)|dx ≤ 2π 1

j → 0 so fj → 0 in L1(0, 2π). But f ′j(x) = cos(jx) and
´ 2π

0
|Dfj | =

´ 2π

0
| cos(jx)|dx = 4.

Example 1.1.3 (Rational Balls). One has some very interesting example set E, whose boundary |∂E| =
Hn−1(∂E) = ∞ yet P (E) =

´
|DφE | < ∞. In particular, this tells us

´
|DφE | = Hn−1(∂E) is not true for

non-smooth boundaries. We construct the rational balls E :=
⋃∞

i=0Bi s.t.

Bi := B 1

2i
(xi) where {xi} truncates all rationals in Rn

one may first calculate the measure of E

|E| ≤
∑
i

|Bi| =
∑
i

ωn(
1

2i
)n =

ωn

1− 2−n
<∞

Then since E = Rn, we conclude |∂E| = Hn−1(∂E) = ∞. But on the other hand let Ek =
⋃k

i=0Bi so φEk
→ φE

in L1(Rn). Notice Ek has piecewise smooth boundary so Hn−1(∂Ek) =
´
|DφEk

|, and moreover

Hn−1(∂Ek) ≤
k∑

i=0

Hn−1(∂Bi) =

k∑
i=0

nωn(
1

2i
)n−1 ≤ nωn

1

1− 21−n
<∞ uniformly in k

By semicontinuity

P (E) =

ˆ
|DφE | ≤ lim inf

k→∞

ˆ
|DφEk

| = lim inf
k→∞

Hn−1(∂Ek) ≤ nωn
1

1− 21−n
<∞

So E is a Caccioppoli Set.

Proposition 1.1.1. For Ω ⊂ Rn open, BV (Ω) with norm ∥f∥BV := ∥f∥L1 +
´
Ω
|Df | is a Banach Space.

Proof. That ∥f∥BV defines a norm follows from L1 norm and homogeneity, subadditivity of total variation.
To see BV (Ω) is complete, take Cauchy sequence {fj} in BV (Ω). Since {fj} is already Cauchy in L1(Ω),
there exists f ∈ L1(Ω) s.t. ∥f − fj∥L1 → 0. Also, there exits N s.t. ∀m,n ≥ N ,

´
Ω
|D(fm − fn)| ≤ 1, one has´

Ω
|Dfj | ≤ max

1≤i≤N

´
Ω
|Dfi|+1 uniformly bounded. Hence (1.7) semicontinuity gives

´
Ω
|Df | <∞ so f ∈ BV (Ω).

It suffices to show
´
Ω
|D(f − fj)| → 0. For any ε > 0, there exists N s.t. for any j, k ≥ N ,

´
Ω
|D(fj − fk)| ≤ ε.

Fix j, apply (1.7) semicontinuity to {fj − fk}k so
´
Ω
|D(fj − f)| ≤ lim inf

k→∞

´
Ω
|D(fj − fk)| ≤ ε. Take ε to 0.

Proposition 1.1.2. Let Ω ⊂ Rn open. f, fj ∈ BV (Ω) s.t. fj → f in L1
loc(Ω) and

´
Ω
|Df | = lim

j→∞

´
Ω
|Dfj |.

Then for any A ⊂ Ω open, one has certain reverse direction to (1.7)ˆ
A∩Ω

|Df | ≥ lim sup
j→0

ˆ
A∩Ω

|Dfj |

in particular, if
´
∂A∩Ω

|Df | = 0, one has ˆ
A

|Df | = lim
j→0

ˆ
A

|Dfj | (1.8)

Proof. Let B := Ω \A so B ⊂ Ω open. By semicontinuity (1.7)ˆ
A

|Df | ≤ lim inf
j→0

ˆ
A

|Dfj |
ˆ
B

|Df | ≤ lim inf
j→0

ˆ
B

|Dfj |

one calculateˆ
A∩Ω

|Df |+
ˆ
B

|Df | =
ˆ
Ω

|Df | = lim
j→∞

ˆ
Ω

|Dfj |

≥ lim sup
j→0

ˆ
A∩Ω

|Dfj |+ lim inf
j→∞

ˆ
B

|Dfj | ≥ lim sup
j→0

ˆ
A∩Ω

|Dfj |+
ˆ
B

|Df |

since f ∈ BV (Ω), indeed
´
B
|Df | <∞ so one may cancel out. To see (1.8), one notice A ⊂ Ω.
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1.1.2 Approximation by smooth functions

Definition 1.1.4. η(x) is mollifier if

η ∈ C∞
0 (Rn)

supp η ⊂ B1´
η dx = 1

If moreover,

{
η ≥ 0

η(x) = µ(|x|) η is positive symmetric.

Standard example for such positive symmetric mollifier is η = 1´
γdx

γ where γ(x) :=

{
0 |x| ≥ 1

exp( 1
|x|2−1 ) |x| < 1

Definition 1.1.5. Given a positive symmetric mollifier η, the rescaled mollifier ηε(x) := 1
εn η(

x
ε ) satisfies

supp ηε ⊂ Bε. Given f ∈ L1
loc(Ω), define its mollification fε := ηε ∗ f

fε(x) =
1

εn

ˆ
Rn

η(
x− y

ε
)f(y) dy = (−1)n

ˆ
Rn

η(z)f(x− εz) dz =

ˆ
Rn

η(z)f(x+ εz) dz (1.9)

Lemma 1.1.1. One has tools from mollification

• fε ∈ C∞(Rn), fε → f in L1
loc(Ω). If f ∈ L1(Ω), fε → f in L1(Ω).

• If A ≤ f(x) ≤ B for any x ∈ Ω, then A ≤ fε(x) ≤ B for any x ∈ Ω.

• If f, g ∈ L1(Rn), then
´
Rn fεgdx =

´
Rn fgεdx.

• If f ∈ C1(Rn), then ( ∂
∂xi

f)ε =
∂

∂xi
(fε) for i = 1, · · · , n.

• supp f := {x ∈ Rn | f ̸= 0} ⊂ A, then supp fε ⊂ Aε := {x | dist(x,A) ≤ ε}.

Proposition 1.1.3. Ω ⊂ Rn open, f ∈ BV (Ω). For A ⊂⊂ Ω open s.t.
´
∂A

|Df | = 0, one has

ˆ
A

|Df | = lim
ε→0

ˆ
A

|Dfε|dx (1.10)

Proof. Since f ∈ L1(Ω), fε → f in L1(Ω), by semicontinuity (1.7), one has
´
A
|Df | ≤ lim inf

ε→0

´
A
|Dfε|. It suffices

to prove
´
A
|Df | ≥ lim sup

ε→0

´
A
|Dfε|. For any g ∈ C1

0 (A;Rn) s.t. |g| ≤ 1, using tools from mollification

ˆ
A

fεdivg dx =

ˆ
A

f(divg)ε dx =

ˆ
A

fdiv(gε) dx

|g| ≤ 1 =⇒ |gε| ≤ 1 and supp g ⊂ A =⇒ supp gε ⊂ Aε. Hence taking supremum in g

ˆ
A

|Dfε| ≤
ˆ
Aε

|Df |

Take lim sup on LHS and use continuity from above on RHS (f ∈ BV (Ω) defines a Radon measure |Df |)

lim sup
ε→0

ˆ
A

|Dfε| ≤ lim

ˆ
Aε

|Df | =
ˆ
A

|Df |

Now by our assumption, RHS equals
´
A
|Df |.

Remark 1.1.4. Note in (1.10) we require A ⊂⊂ Ω not because we need boundedness, but because we wish that
A and Aε do not touch ∂Ω. And this problem is resolved for taking Ω = Rn, and indeed, one may do so for
A = Aε = Rn (∂A = ∂Rn = ∅). Now for any f ∈ BV (Rn), one has

ˆ
Rn

|Df | = lim
ε→0

ˆ
Rn

|Dfε| dx (1.11)

Indeed for E bounded Caccioppoli, φE ∈ BV (Rn) by Corollary 1.1.1, so (1.11) applies to φE.

(1.10) motivates our approximation of f ∈ BV (Ω) using smooth functions. Note approximation in BV norm
should not be expected since the BV -closure of C∞(Ω) is W 1,1(Ω) ⊊ BV (Ω).

Theorem 1.1.2 (Approximation using C∞). Ω ⊂ Rn open, f ∈ BV (Ω). There exists {fj} ⊂ C∞(Ω) s.t.

lim
j→∞

ˆ
Ω

|fj − f | dx = 0 (1.12)

lim
j→0

ˆ
Ω

|Dfj |dx =

ˆ
Ω

|Df | (1.13)
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Proof. Since f ∈ BV (Ω), |Df | on Ω is finite measure, so ∀ ε > 0, there exists m ∈ N s.t.
´
Ω\Ω0

|Df | < ε where

Ωk :=

{
x ∈ Ω | dist(x, ∂Ω) > 1

m+ k

}
k ≥ 0 (1.14)

Define sequence {Ai}i≥1 s.t. A1 := Ω2, Ai := Ωi+1 \Ωi−1 for i ≥ 2. Note Ai are open and Ω ⊂
⋃

i≥1Ai. There
exists smooth partition of unity {ϕi} subordinate to the cover {Ai} s.t.

ϕi ∈ C∞
0 (Ai), 0 ≤ ϕi ≤ 1,

∞∑
i=1

ϕi = 1

Note for any x ∈ Ω, at most 2 of the Ai covers x, hence
∑

i ϕi is finite sum pointwise, thus f =
∑∞

i=1 fϕi. One
wish to construct certain mollification of f so that our desired approximation holds, and a common method is
to mollify each fϕi with εi chose for each i ≥ 1 then sum them up. Each εi needs to satisfy (let Ω−1 := ∅)

supp(ηεi ∗ (fϕi)) ⊂ Ωi+2 \ Ωi−2 (1.15)

∥ηεi ∗ (fϕi)− fϕi∥L1(Ω) < ε/2i (1.16)

∥ηεi ∗ (fDϕi)− fDϕi∥L1(Ω) < ε/2i (1.17)

and define fε :=
∑∞

i=1 ηεi ∗ (fϕi). Note fε ∈ C∞(Ω) since at each x ∈ Ω, at most 4 supports from (1.15) covers
x, hence finite sum of smooth functions gives smoothness. One immediately has from (1.16)

ˆ
Ω

|fε − f |dx ≤
∞∑
i=1

ˆ
Ω

|ηεi ∗ (fϕi)− fϕi| dx < ε

hence (1.12) holds. And by semicontinuity (1.7), one has
´
Ω
|Df | ≤ lim inf

ε→0

´
Ω
|Dfε|. It suffices to prove´

Ω
|Df | ≥ lim sup

ε→0

´
Ω
|Dfε|. For any g ∈ C1

0 (Ω;Rn) s.t. |g| ≤ 1,

ˆ
Ω

fεdiv g dx =

∞∑
i=1

ˆ
Ω

ηεi ∗ (fϕi)div g dx =

∞∑
i=1

ˆ
Ω

fϕidiv (ηεi ∗ g) dx

notice

div(ϕi ηεi ∗ g) = Dϕi · (ηεi ∗ g) + ϕi div (ηεi ∗ g)
henceˆ

Ω

fεdiv g dx =

∞∑
i=1

ˆ
Ω

f [div(ϕi ηεi ∗ g)−Dϕi · (ηεi ∗ g)] dx

=

ˆ
Ω

fdiv(ϕ1 ηε1 ∗ g) dx+

∞∑
i=2

ˆ
Ω

fdiv(ϕi ηεi ∗ g) dx−
∞∑
i=1

ˆ
Ω

fDϕi · (ηεi ∗ g) dx

=

ˆ
Ω

fdiv(ϕ1 ηε1 ∗ g) dx+

∞∑
i=2

ˆ
Ω

fdiv(ϕi ηεi ∗ g) dx−
∞∑
i=1

ˆ
Ω

ηεi ∗ (fDϕi) · g dx

notice the pointwise finite sum implies
∞∑
i=1

ϕi = 1 =⇒
∞∑
i=1

Dϕi = 0

hence one may add back the sum of gradientsˆ
Ω

fεdiv g dx =

ˆ
Ω

fdiv(ϕ1 ηε1 ∗ g) dx+

∞∑
i=2

ˆ
Ω

fdiv(ϕi ηεi ∗ g) dx−
∞∑
i=1

ˆ
Ω

[ηεi ∗ (fDϕi)− fDϕi] · g dx

now by direct estimate, (1.15) and (1.17) respectivelyˆ
Ω

fdiv(ϕ1 ηε1 ∗ g) dx ≤
ˆ
Ω

|Df |

∞∑
i=2

ˆ
Ω

fdiv(ϕi ηεi ∗ g) dx ≤ 3

ˆ
Ω\Ω0

|Df | < 3ε

∞∑
i=1

ˆ
Ω

[ηεi ∗ (fDϕi)− fDϕi] · g dx < ε

Hence taking supremum in g on LHS givesˆ
Ω

|Dfε| ≤
ˆ
Ω

|Df |+ 4ε =⇒ lim sup
ε→0

ˆ
Ω

|Dfε| ≤
ˆ
Ω

|Df |

and (1.13) immediately follows.
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Remark 1.1.5 (Boundary Behavior of Smooth Approximation). Ω ⊂ Rn open, f ∈ BV (Ω). For every ε > 0,
N > 0 and x0 ∈ ∂Ω, let fε be as above

lim
ρ→0

1

ρN

ˆ
Bρ(x0)∩Ω

|fε − f | dx = 0 (1.18)

Proof. For ε > 0, choose m ∈ N, Ωk as in (1.14) and fε as in Theorem 1.1.2. One wish to determine i0 w.r.t. ρ
so that for any x ∈ Bρ(x0) ∩ Ω, one may write

fε(x)− f(x) =

∞∑
i=1

(ηεi ∗ (fϕi)− fϕi) =

∞∑
i=i0

(ηεi ∗ (fϕi)− fϕi)

Making use of (1.15), one needs i0 to be the smallest integer i s.t. ∂Bρ(x0) ∩ Ω touches suppηεi ∗ (fϕi), i.e.

1

m+ i0 + 2
≤ ρ ≤ 1

m+ i0 + 1
=⇒ i0 = ⌈1

ρ
⌉ −m− 2

thus via (1.16), for some constant C independent of ρ

ˆ
Bρ(x)∩Ω

|fε − f | dx ≤
∞∑

i=i0

∥ηεi ∗ (fϕi)− fϕi∥L1(Ω) ≤ C 2−i0 = C 2−
1
ρ

where 2−
1
ρ goes to 0 exponentially fast. Hence multiplying both sides by 1

ρN and sending ρ→ 0 gives (1.18).

1.1.3 Compactness Theorem and Existence of Minimizing Caccioppoli sets

One shall recall the GNS type Sobolev Embedding and Rellich Theorem from Sobolev Spaces.

Lemma 1.1.2 (Sobolev Embedding). Ω ⊂ Rn bounded open. ∂Ω Lipschitz continuous. 1 ≤ p ≤ n. Then

W 1,p(Ω) ⊂ Lq(Ω) ∀ 1 ≤ q ≤ np

n− p
(1.19)

i.e., for any such 1 ≤ q ≤ np
n−p , there exists C = C(n, p, q, Ω) s.t.

∥f∥Lq ≤ C ∥f∥W 1,p (1.20)

Lemma 1.1.3 (Rellich-Kondrachov). Ω ⊂ Rn bounded open. ∂Ω Lipschitz continuous. 1 ≤ p < n. Then

W 1,p(Ω) ⊂⊂ Lq(Ω) ∀ 1 ≤ q <
np

n− p
(1.21)

i.e., each uniformly bounded sequence {fj} in W 1,p(Ω) norm has a convergent subsequence {fjk} in Lq(Ω) norm
for each q ∈ [1, np

n−p ).

Using above lemmas, one may show for the corresponding BV Embedding and a Compactness Theorem.

Theorem 1.1.3 (GNS-type BV Embedding). Ω ⊂ Rn bounded open. ∂Ω Lipschitz continuous. Then

BV (Ω) ⊂ Lp(Ω) ∀ 1 ≤ p ≤ n

n− 1
(1.22)

i.e., for any such 1 ≤ p ≤ n
n−1 , there exists C = C(n, p, Ω) s.t.

∥f∥Lp ≤ C ∥f∥BV (1.23)

Proof. For any f ∈ BV (Ω), by smooth approximation Theorem 1.1.2, choose {fj} ⊂ C∞(Ω) s.t. ∥fj − f∥L1 → 0
and

´
Ω
|Df | = lim

j→0
|Dfj |. Then there exists M large enough s.t. ∥fj∥BV ≤ M uniformly. Since C∞(Ω) ⊂

W 1,1(Ω), by Sobolev Embedding (1.19), for any 1 ≤ p ≤ n
n−1 , there exists C = C(n, p, Ω) s.t.

∥fj∥Lp ≤ C
(
∥fj∥L1 + ∥Dfj∥L1

)
≤ CM

uniformly in j. If p = 1, by definition of BV norm there’s nothing to prove. For 1 < p ≤ n
n−1 , the uniform

boundedness of fj in Lp implies, from reflexivity of Lp and Banach Alaoglu, a weakly convergent subsequence
in Lp. Still denoting fj , ones has f0 ∈ Lp s.t. fj ⇀ f0 in Lp. Since Ω is bounded, by Hölder, a priori one knows

fj , f0 ∈ L1(Ω), and for any g ∈ (L1(Ω))∗ = L∞(Ω) (so g
p−1
p ∈ Lp′

(Ω))

|
ˆ
Ω

(fj − f0) g| dx = |
ˆ
Ω

(fj − f0)g
p−1
p g

1
p | dx ≤ |

ˆ
Ω

(fj − f0)g
p−1
p dx|

∥∥∥g 1
p

∥∥∥
L∞(Ω)

→ 0
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hence one has fj ⇀ f0 in L1. But since we already know fj → f in L1, by uniqueness of L1 strong limit, f0 = f .
Finally, by lower semicontinuity of weak convergence,

∥f∥Lp ≤ lim inf
j→0

∥fj∥Lp ≤ C lim inf
j→0

(
∥fj∥L1 + ∥Dfj∥L1

)
= C ∥f∥BV

Theorem 1.1.4 (Compactness). Ω ⊂ Rn bounded open. ∂Ω Lipschitz continuous. Then

BV (Ω) ⊂⊂ Lp(Ω) ∀ 1 ≤ p <
n

n− 1
(1.24)

i.e., each uniformly bounded sequence {fj} in BV (Ω) norm has a convergent subsequence {fjk} in Lp(Ω) norm
for each p ∈ [1, n

n−1 ). Moreover, the limiting function f ∈ BV (Ω).

Proof. Let {fj} ⊂ BV (Ω) uniformly bounded by ∥fj∥BV (Ω) ≤ M . By smooth approximation Theorem 1.1.2,

∀ j, choose f̃j ∈ C∞(Ω) s.t. ˆ
Ω

|fj − f̃j | <
1

j
,

ˆ
Ω

|Df̃j |dx ≤M + 2

Now since {f̃j} ⊂ C∞(Ω) is uniformly bounded in W 1,1(Ω) norm, by Rellich (1.21), there exists convergent

subsequence, still denoting f̃j , in L
p for any 1 ≤ p < n

n−1 . Fix any such p, let f ∈ Lp(Ω) s.t.
∥∥∥f̃j − f

∥∥∥
Lp

→ 0.

Note Ω is bounded, hence Hölder inequality gives convergence in L1 (p′ Hölder conjugate w.r.t p)

ˆ
Ω

|f − f̃j | dx ≤
(ˆ

Ω

|f − f̃j |p dx
) 1

p

|Ω|
1
p′ → 0

and then one may apply semicontinuity (1.7) which gives

ˆ
Ω

|Df | ≤ lim inf
j→∞

|Df̃j |dx ≤M + 2 <∞

to conclude f ∈ BV (Ω). It suffices to show ∥fj − f∥Lp → 0. But by Minkowski

∥fj − f∥Lp ≤
∥∥∥fj − f̃j

∥∥∥
Lp

+
∥∥∥f̃j − f

∥∥∥
Lp

where the former term convergence due to BV Embedding (1.22) and DCT

|fj − f̃j |p ≤ |fj |p + |f̃j |p ∈ L1(Ω) =⇒
∥∥∥fj − f̃j

∥∥∥
Lp

→ 0

and the latter term converges by Rellich (1.21)

Theorem 1.1.5 (Existence of Minimizing Caccioppoli Set). Let Ω ⊂ Rn be bounded open, and let L be a
Caccioppoli Set. Then there exists a Caccioppoli set E s.t. E = L outside Ω and

ˆ
|DφE | = inf{

ˆ
|DφF | | F = L outside Ω}

i.e., ∃ E Caccioppoli s.t. E = L outside Ω and
ˆ

|DφE | ≤
ˆ

|DφF | (1.25)

for any F ⊂ Rn Borel s.t. F = L outside Ω.

Proof. One wish to use compactness that extracts a convergent subsequence in L1. But notice we have no
information about regularity of ∂Ω, hence we first take R > 0 large s.t. Ω ⊂⊂ BR(0) ball of radius R and we
work with BR. Take a minimizing sequence of sets {Ej} s.t. Ej = L outside Ω for any j and

lim
j→∞

ˆ
BR

|DφEj
| = inf{

ˆ
BR

|DφF | | F = L outside Ω} (1.26)

notice L itself agrees with L outside Ω and since L is a Caccioppoli set, on BR bounded open,
´
BR

|DφL| <∞.

Hence the RHS of (1.26) < ∞. Now we may take M large enough so
´
BR

|DφEj
| < M uniformly bounded.
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And since BR are bounded, φEj ∈ L1(BR) for any j, and in particular,
∥∥φEj

∥∥
L1(BR)

≤ |BR| < ∞ uniformly,

so {φEj
} ⊂ BV (BR) is uniformly bounded in BV norm. BR has smooth boundary, so Theorem 1.1.4 gives

a convergent subsequence φEj → f in L1(BR). Again passing to subsequence, φEj → f pointwise a.e., but
φEj are characteristic functions, so f = φE agrees with characteristic function of some Borel set E a.e. Indeed
E = Ej = L outside Ω. And since φEj

→ φE in L1(BR), by semicontinuity (1.7),
´
BR

|DφE | ≤ lim
j→∞

´
BR

|DφEj
|

ˆ
BR

|DφE | = inf{
ˆ
BR

|DφF | | F = L outside Ω}

Finally we recover estimate on Rn from BR. For any F ⊂ Rn Borel s.t. F = L outside Ω

ˆ
|DφE | =

ˆ
BR

|DφE |+
ˆ
Bc

R

|DφE | =
ˆ
BR

|DφE |+
ˆ
Bc

R

|DφL|

≤
ˆ
BR

|DφF |+
ˆ
Bc

R

|DφL| =
ˆ
BR

|DφF |+
ˆ
Bc

R

|DφF | =
ˆ

|DφF |

Since one may take F = L to be the Caccioppoli Set, E is a Caccioppoli Set.

Remark 1.1.6. One has information for the minimizing set E from Theorem 1.1.5.

• L determines boundary values for E. Since DφE is supported within ∂E, or more particularly, imagine E
smooth so

´
Ω
|DφE | = Hn−1(∂E∩Ω) really measures the surface area of ∂E within Ω, then (1.25) indicates

that ‘∂E within Ω’ minimizes the surface area for all ‘sets within Ω that has boundary ∂L ∩ ∂Ω’.

• Imagine ∂L ∩ ∂Ω fixed, then it determines a surface spanning ∂L ∩ ∂Ω. But now curve the portion Ω ∩L
towards Ω, it serves as obstacle forcing ‘∂E within Ω’ away from the minimal surface spanned by ∂L∩∂Ω.

1.1.4 Coarea formula and Smooth Approximation of Caccioppolis sets

One shall recall Coarea formula for Lipschitz functions

Lemma 1.1.4 (Coarea Formula). Let f : Rn → Rm Lipschitz for n ≥ m. Then for any A ⊂ Rn Borel

ˆ
A

√
det(Df∗Df)(x) dx =

ˆ
Rm

Hn−m

(
A ∩ f−1(y)

)
dy (1.27)

With the Classical Coarea formula, one may prove for BV functions.

Theorem 1.1.6 (Coarea Formula). Ω ⊂ Rn open. f ∈ BV (Ω). Denote Ft := {x ∈ Ω | f(x) < t}, then
ˆ
Ω

|Df | =
ˆ ∞

−∞

(ˆ
Ω

|DφFt |
)
dt (1.28)

Proof. ≤. First let f ≥ 0. ∀x ∈ Ω, f(x) =
´∞
0
φF c

t
dt =

´∞
0

(1− φFt) dt, so ∀ g ∈ C1
0 (Ω;Rn) s.t. |g| ≤ 1

ˆ
Ω

f divg dx =

ˆ
Ω

(ˆ ∞

0

(1− φFt
) dt

)
divg dx =

ˆ ∞

0

(ˆ
Ω

divg dx−
ˆ
Ω

φFt
divg dx

)
dt

By Fubini, and then note compact support of g

= −
ˆ ∞

0

ˆ
Ω

φFt
divg dx dt ≤

ˆ ∞

0

ˆ
Ω

|DφFt
| dt

Then let f ≤ 0. ∀x ∈ Ω, f(x) = −
´ 0

−∞ φFt dt, so ∀ g ∈ C1
0 (Ω;Rn) s.t. |g| ≤ 1

ˆ
Ω

f divg dx = −
ˆ
Ω

(ˆ 0

−∞
φFt

dt

)
divg dx = −

ˆ 0

−∞

(ˆ
Ω

φFt
divg dx

)
dt ≤

ˆ 0

−∞

ˆ
Ω

|DφFt
| dt

Hence for any f ∈ BV (Ω), write f = f+ − f− for f+, f− ≥ 0, so

ˆ
Ω

f divg dx ≤
ˆ
Ω

(
f+ − f−

)
divg dx ≤

ˆ ∞

−∞

ˆ
Ω

|DφFt
| dt

taking supremum in g gives
´
Ω
|Df | ≤

´∞
−∞

´
Ω
|DφFt | dt.

≥. One first show (1.28) for f ∈ C(Ω) continuous piecewise linear function. Let Ω =
⋃N

i=1 Ωi for Ωi disjoint,
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open where f(x) = ⟨ai, x⟩+ bi for ai ∈ Rn, bi ∈ R, x ∈ Ωi. Then
´
Ω
|Df | =

∑N
i=1 |ai||Ωi|. On the other hand,

Ft now has piecewise smooth boundary, so

ˆ
Ωi

|DφFt
| = Hn−1(∂Ft ∩ Ωi) = Hn−1 {x ∈ Ωi | f(x) = t} = Hn−1 {x ∈ Ωi | ⟨ai, x⟩+ bi = t}

Hence integrating w.r.t. t and by change of coordinates

ˆ ∞

−∞

ˆ
Ωi

|DφFt | dt =
ˆ ∞

−∞
Hn−1 {x ∈ Ωi | ⟨ai, x⟩+ bi = t} dt

=

ˆ ∞

−∞
|ai|Hn−1

{
x ∈ Ωi |

⟨ai, x⟩
|ai|

+
bi
|ai|

=
t

|ai|

}
d

(
t

|ai|

)
= |ai|

ˆ ∞

−∞
Hn−1

(
Ωi ∩

{
⟨ai, x⟩
|ai|

+
bi
|ai|

= t

})
dt

using Classical Coarea formula (1.27) with m = 1

= |ai|
ˆ
Ωi

1 dx = |ai||Ωi|

hence for f ∈ C(Ω) piecewise linear, (1.28) holds

ˆ
Ω

|Df | =
N∑
i=1

|ai||Ωi| =
N∑
i=1

ˆ ∞

−∞

ˆ
Ωi

|DφFt
| dt =

ˆ ∞

−∞

ˆ
Ω

|DφFt
| dt

Now take any f ∈ C∞(Ω), approximate using sequence of {fj} ⊂ C(Ω) continuous piecewise linear functions in
W 1,1(Ω) norm. In particular, one has

∥f − fj∥L1(Ω) → 0, ∥Df∥L1(Ω) = lim
j→0

∥Dfj∥L1(Ω) (1.29)

where the latter follows from ∥Df −Dfj∥L1(Ω) → 0 and DCT. Denoting Fj,t := {x ∈ Ω | fj(x) < t}, one has

|f(x)− fj(x)| =
ˆ ∞

−∞
|φFt

(x)− φFj,t
(x)| dt =⇒ ∥f − fj∥L1(Ω) =

ˆ ∞

−∞

ˆ
Ω

|φFt
(x)− φFj,t

(x)| dx dt→ 0

hence there exists a subsequence φFj,t
→ φFt

in L1(Ω) a.e. t. Since (1.28) holds for each fj ,

ˆ
Ω

|Df | = lim
j→0

ˆ
Ω

|Dfj | = lim
j→0

ˆ ∞

−∞

ˆ
Ω

|DφFj,t | dt

one apply Fatou w.r.t. t

≥
ˆ ∞

−∞

(
lim inf
j→0

ˆ
Ω

|DφFj,t
|
)
dt

then apply semicontinuity (1.7) for BV function

≥
ˆ ∞

−∞

ˆ
Ω

|DφFt
| dt

and we conclude (1.28) for f ∈ C∞(Ω). But notice, we’ve really only used (1.29) in the above argument. Hence
for any f ∈ BV (Ω), by Theorem 1.1.2, one may choose {fj} ⊂ C∞(Ω) s.t. (1.29) holds. Then run the argument
again, we conclude (1.28) for f ∈ BV (Ω).

To show for smooth approximation of sets, one needs Sard’s lemma for smooth boundary construction.

Lemma 1.1.5 (Sard’s Lemma). f : Rn → Rm Ck where k ≥ max{n−m+ 1, 1}. Let

X := {x ∈ Rn | Jf(x) :=

∇f1· · ·
∇fm

 (x) has rank < m}

denote the set of critical points of f . Then the image f(X) has Lebesgue measure 0 in Rm. In particular, if
m = 1, then given Ck map f : Rn → R for k ≥ n, one has

∂{x ∈ Rn | f(x) < t} = {x ∈ Rn | f(x) = t} Ck boundary for a.e. t ∈ R (1.30)



10 CHAPTER 1. FUNCTIONS OF BOUNDED VARIATION

Theorem 1.1.7 (Smooth approximation of Caccioppoli Set). For E ⊂ Rn bounded Caccioppoli set, there exists
Ej sets with C∞ boundary s.t.

ˆ
|φEj

− φE |dx→ 0

ˆ
|DφE | = lim

j→0

ˆ
|DφEj

| (1.31)

Proof. Let ηε be positive symmetric mollifier. For E Caccioppoli, one look at the mollification (φE)ε = ηε ∗φE .
Since (φE)ε smooth and compactly supported, indeed (φE)ε ∈ BV (Rn). Observe 0 ≤ (φE)ε ≤ 1 as inherited
from φE , and denoting the set Eε,t := {x ∈ Rn | (φE)ε(x) < t}, one has, by Coarea formula (1.28)

ˆ
|D(φE)ε| =

ˆ 1

0

(ˆ
|DφEε,t

|
)
dt (1.32)

But since E is bounded Caccioppoli, Corollary 1.1.1 gives φE ∈ BV (Rn). One may thus apply global mollifica-
tion approximation (1.11)

ˆ
|DφE | = lim

ε→0

ˆ
|D(φE)ε| = lim

ε→0

ˆ 1

0

(ˆ
|DφEε,t

|
)
dt

One now aims for the following claim. One wish to show for any 0 < t < 1,ˆ
|φEc

ε,t
− φE | dx ≤ 1

min{1− t, t}

ˆ
| (φE)ε − φE | dx (1.33)

To do so, observe

(φE)ε − φE ≥ t on Ec
ε,t \ E

φE − (φE)ε ≥ 1− t on E \ Ec
ε,t

Hence ˆ
|(φE)ε − φE | dx =

ˆ
Ec

ε,t\E
|(φE)ε − φE | dx+

ˆ
E\Ec

ε,t

|(φE)ε − φE | dx

≥ t |Ec
ε,t \ E|+ (1− t) |E \ Ec

ε,t| ≥ min{1− t, t}
ˆ

|φEc
ε,t

− φE | dx

which gives (1.33). By mollification, since φE ∈ L1(Rn) ⊂ BV (Rn), ∥(φE)ε − φE∥L1 → 0, hence RHS of

(1.33) converges to 0 as ε → 0 for each t, implying
∥∥∥φEc

ε,t
− φE

∥∥∥
L1

→ 0 for each t. But since E bounded,

Ec
ε,t = {x | (φE)ε ≥ t} is also bounded for any 0 < t < 1. And because ∂Ec

ε,t = {x | (φE)ε = t} is smooth, from
example 1.1.2, one has φEc

ε,t
∈ BV (Rn). Hence for 0 < t < 1, one has semicontinuity (1.7)

lim inf
ε→0

ˆ
|DφEc

ε,t
| ≥

ˆ
|DφE |

But because suppDφEc
ε,t

⊂ ∂Ec
ε,t, under total variation, one has

´
|DφEc

ε,t
| =

´
|DφEε,t

|. So
ˆ

|DφE | = lim
ε→0

ˆ
|D(φE)ε| = lim

ε→0

ˆ 1

0

(ˆ
|DφEε,t

|
)
dt

By Fatou w.r.t. t

≥
ˆ 1

0

(
lim inf
ε→0

ˆ
|DφEε,t |

)
dt =

ˆ 1

0

(
lim inf
ε→0

ˆ
|DφEc

ε,t
|
)
dt ≥

ˆ
|DφE |

now combining

 lim inf
ε→0

´
|DφEc

ε,t
| ≥

´
|DφE |´ 1

0

(
lim inf
ε→0

´
|DφEc

ε,t
|
)
dt =

´
|DφE |

one must have for a.e. 0 < t < 1

lim inf
ε→0

ˆ
|DφEc

ε,t
| =

ˆ
|DφE |

Now one is ready to apply Sard’s lemma (1.30) to the set ∂Ec
ε,t = {x ∈ Rn | (φE)ε = t}, resulting in smooth

boundary of ∂Ec
ε,t for a.e. 0 < t < 1. Take one such t. we have obtained

∂Ec
ε,t smooth∥∥∥φEc

ε,t
− φE

∥∥∥
L1

→ 0

lim inf
ε→0

´
|DφEc

ε,t
| =

´
|DφE |

Take subsequence εj s.t. εj → 0 as j → ∞ and
´
|DφE | = lim

j→0

´
|Dφc

Eεj,t
|. Define Ej := Ec

εj ,t.
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Remark 1.1.7. Notice Ej bounded and smooth ensures φEj ⊂ BV (Rn), and E bounded Caccioppoli ensures
φE ∈ BV (Rn). Hence one may apply (1.8), so that for any A ⊂ Rn openˆ

A

|DφE | = lim
j→0

ˆ
A

|DφEj
|

1.1.5 Isoperimetric Inequality

One shall first recall from Sobolev Space the GNS inequality as the tool from (1.19) and Poincaré Lemma

Lemma 1.1.6 (GNS Inequality). 1 ≤ p < n. Then there exists C = C(n, p) s.t.

∥f∥
L

np
n−p (Rn)

≤ C ∥Df∥Lp(Rn) ∀ f ∈ C1
0 (Rn) (1.34)

Lemma 1.1.7 (Poincaré). Ω ⊂ Rn open, bounded, connected. ∂Ω Lipschitz continuous. 1 ≤ p ≤ ∞. There
there exists C = C(n, p, Ω) s.t.∥∥∥∥f −

 
Ω

f dy

∥∥∥∥
Lp(Ω)

≤ C ∥Df∥Lp(Ω) ∀ f ∈W 1,p(Ω) (1.35)

Corollary 1.1.2. There exists C1 = C1(n) and C2 = C2(n) s.t.

∥f∥
L

n
n−1 (Rn)

≤ C1 ∥Df∥L1(Rn) ∀ f ∈ C∞
0 (Rn) (1.36)

∥f − fρ∥L n
n−1 (Bρ)

≤ C2 ∥Df∥L1(Bρ)
∀ f ∈ C∞(Bρ) (1.37)

where fρ :=
ffl
Bρ
f dy = 1

|Bρ|
´
Bρ
f dy.

Proof. Apply (1.34) with p = 1 yields (1.36). Apply (1.19) with Ω = Bρ, p = 1 and q = n
n−1 gives

∥f − fρ∥L n
n−1 (Bρ)

≤ C ∥f − fρ∥W 1,1(Bρ)
= C

(
∥f − fρ∥L1(Bρ)

+ ∥Df∥L1(Bρ)

)
≤ C2 ∥Df∥L1(Bρ)

where the last inequality uses (1.35).

One immediately has Sobolev Inequalities for BV function.

Theorem 1.1.8 (Sobolev for BV). There exists C1 = C1(n) and C2 = C2(n) s.t.

∥f∥
L

n
n−1 (Rn)

≤ C1

ˆ
|Df | ∀ f ∈ BV (Rn) and suppf compact (1.38)

∥f − fρ∥L n
n−1 (Bρ)

≤ C2

ˆ
Bρ

|Df | ∀ f ∈ BV (Bρ) (1.39)

where fρ :=
ffl
Bρ
f dy = 1

|Bρ|
´
Bρ
f dy.

Proof. One mimic the proof in (1.23). For f ∈ BV (Rn) with suppf compact, by smooth approximation
Theorem 1.1.2, there exists {fj} ⊂ C∞

0 (Rn) with uniform compact support s.t. ∥fj − f∥L1(Rn) → 0 and´
|Df | = lim

j→∞

´
|Dfj |dx. Now Dfj is uniformly bounded in L1 on Rn, say by M . So one has from (1.36),

∥fj∥L n
n−1 (Rn)

≤ C1 ∥Dfj∥L1(Rn) ≤ C1M uniformly bounded. Since L
n

n−1 is Reflexive, a uniformly bounded

sequence in L
n

n−1 has a weakly convergent subsequence by Banach Alaoglu, say fj ⇀ f0 in L
n

n−1 . But with
uniform compact support for fj and f0, one has fj ⇀ f0 in L1 by Hölder. Since we already know fj → f in L1,
f0 = f . Now by lower semicontinuity of weak convergence(ˆ

|f |
n

n−1 dx

)n−1
n

≤ lim
j→∞

(ˆ
|fj |

n
n−1 dx

)n−1
n

≤ C1 lim
j→∞

∥Dfj∥L1(Rn) = C1

ˆ
|Df |

thus we’ve proved (1.38). For f ∈ BV (Bρ), by smooth approximation Theorem 1.1.2, there exists {fj} ⊂
C∞(Bρ) s.t. ∥fj − f∥L1(Bρ)

→ 0 and
´
Bρ

|Df | = lim
j→∞

´
Bρ

|Dfj |dx, so ∥Dfj∥L1(Bρ)
is uniformly bounded, and

by (1.37), {fj − (fj)ρ} is uniformly bounded in L
n

n−1 (Bρ). Hence there exists weakly convergent subsequence

fj − (fj)ρ ⇀ f0 in L
n

n−1 (Bρ), thus since Bρ bounded, fj − (fj)ρ ⇀ f0 weakly in L1(Bρ) via Hölder. But
fj − (fj)ρ → f − fρ in L1, so f − fρ = f0. Again by the lower semicontinuity one has (1.39)(ˆ

Bρ

|f − fρ|
n

n−1 dx

)n−1
n

≤ lim
j→∞

(ˆ
Bρ

|fj − (fj)ρ|
n

n−1 dx

)n−1
n

≤ C2 lim
j→∞

∥Dfj∥L1(Bρ)
= C2

ˆ
Bρ

|Df |
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Theorem 1.1.9 (Isoperimetric Inequality). For E ⊂ Rn bounded Caccioppoli, there exists C1 = C1(n) and
C2 = C2(n) s.t. for any open ball Bρ ⊂ Rn with radius ρ

|E|
n−1
n ≤ C1

ˆ
|DφE | = C1P (E) (1.40)

min{|E ∩Bρ|, |Ec ∩Bρ|}
n−1
n ≤ C2

ˆ
Bρ

|DφE | = C2P (E, Bρ) (1.41)

Proof. Since E bounded Caccioppoli, φE ∈ BV (Rn) and suppφE = E is compact, one apply (1.38) and so

(1.40) holds. Now let f = φE , then fρ = 1
|Bρ|

´
Bρ
φE =

|E∩Bρ|
|Bρ| , so

ˆ
Bρ

|f − fρ|
n

n−1 dx =

ˆ
Bρ∩E

|1− fρ|
n

n−1 dx+

ˆ
Bρ∩Ec

|fρ|
n

n−1 dx

= |Bρ ∩ E|
(
|Ec ∩Bρ|

|Bρ|

) n
n−1

+ |Bρ ∩ Ec|
(
|E ∩Bρ|
|Bρ|

) n
n−1

≥ min{|Bρ ∩ E|, |Bρ ∩ Ec|}

((
1− |E ∩Bρ|

|Bρ|

) n
n−1

+

(
|E ∩Bρ|
|Bρ|

) n
n−1

)

Hence taking n−1
n power gives

(ˆ
Bρ

|f − fρ|
n

n−1 dx

)n−1
n

≥ min{|Bρ ∩ E|, |Bρ ∩ Ec|}
n−1
n

((
1− |E ∩Bρ|

|Bρ|

) n
n−1

+

(
|E ∩Bρ|
|Bρ|

) n
n−1

)n−1
n

Notice for any θ ≥ 1 and a, b ≥ 0, one has elementary inequality (a + b)θ ≤ 2θ
(
aθ + bθ

)
. Letting θ = n

n−1 ,

a = 1− |E∩Bρ|
|Bρ| and b =

|E∩Bρ|
|Bρ| , so

((
1− |E ∩Bρ|

|Bρ|

) n
n−1

+

(
|E ∩Bρ|
|Bρ|

) n
n−1

)n−1
n

≥
(
2

−n
n−1 · 1

)n−1
n

=
1

2

independent of size of Bρ. Hence apply (1.39) one has (1.41).
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1.2 Traces of BV Function

1.2.1 preliminary lemmas

Lemma 1.2.1 (Lebesgue Differentiation). f ∈ L1(Rn). Then for a.e. x ∈ Rn

lim
ρ→0

1

ρn

ˆ
Bρ

|f(x+ y)− f(x)| dy = 0 (1.42)

One need Zorn’s lemma for a Covering argument.

Lemma 1.2.2 (Zorn’s Lemma). One needs a few definitions to make sense of Zorn’s lemma.

• A set P is partially ordered by ≤ if

1. ≤ is reflexive: x ≤ x for any x ∈ P

2. ≤ is anti-symmetric: x ≤ y and y ≤ x implies x = y

3. ≤ is transitive: x ≤ y and y ≤ z implies x ≤ z

Note not all elements in P are required to be comparable. If a subset S ⊂ P that inherits the partial order
≤ has every pair of elements comparable, S is called totally ordered.

• An element m ∈ P with partial order ≤ is maximal if there does not exist s ∈ P s.t. s ̸= m and m ≤ s.
Note ‘maximal’ here does not need m to be comparable with all other elements in P .

• Given subset S ⊂ P that inherits the partial order ≤. An element u ∈ P is an upper bound of S if for any
s ∈ S, s ≤ u.

Zorn’s Lemma claims: Given a nonempty partially order set (P,≤). If every nonempty subset S ⊂ P that
inherits the order ≤ and is totally bounded has an upper bound u ∈ P , then P contains at least one maximal
element m with order ≤.

Lemma 1.2.3 (Covering Lemma). A ⊂ Rn. ρ : A→ (0, 1). Then there exists countable set {xi} ⊂ A s.t.

Bρ(xi)(xi) ∩Bρ(xj)(xj) = ∅ for i ̸= j (1.43)

A ⊂
∞⋃
i=1

B3ρ(xi)(xi) (1.44)

Proof. For k ≥ 1, let Ak := {x ∈ A | 1
2k

≤ ρ(x) < 1
2k−1 }. One wish to define a sequence of sets Lk for each k. If

Ak = ∅, let Lk := ∅. WLOG, assume A1 ̸= ∅. Let L1 := {L ⊂ A1 | ∀ x, y ∈ L, x ̸= y, Bρ(x)(x)∩Bρ(y)(y) = ∅}.
For nonempty A1, L1 is indeed nonempty because both the empty set and singletons are elements of L1. Now
order L1 with inclusion. For any subcollection of L1 totally ordered with inclusion, indeed their union is element
of L1 and is upper bounded. Hence L1 contains a maximal element via Zorn’s lemma, call it L1. Now assume for
L1, · · · , Lk, one obtain Lk+1 via taking the maximal element of the following collection ordered with inclusion

Lk+1 := {L ⊂ Ak+1 | ∀ x, y ∈ L1 ∪ L2 ∪ · · · ∪ Lk ∪ L, x ̸= y, Bρ(x)(x) ∩Bρ(y)(y) = ∅}

Notice ∅ ∈ Lk+1 is always true so Zorn’s lemma applies. Lk+1 could be empty even if Ak+1 is nonempty.
Moreover, for each Lk, for any M ⊂ Rn compact, M ∩ Lk must contain finitely many elements otherwise
{Bρ(x)(x)}x∈M∩Lk

as open cover ofM ∩Lk does not have finite subcover, contradicting compactness ofM ∩Lk.

Hence let M truncate collections of balls {Bj} with radius j ∈ N, so each Bj ∩ Lk is finite for any j. Thus
pass j to ∞, Lk is countable. So L :=

⋃∞
k=1 Lk is countable set satisfying (1.43). To see (1.44), take any

z ∈ A =
⋃∞

k=1Ak. There must exist k s.t. z ∈ Ak. Now since Lk is maximal element of Lk, Lk ∪ {z} /∈ Lk.
Hence there must exist x ∈ L1 ∪ · · · ∪ Lk s.t. x ̸= z and Bρ(x)(x) ∩ Bρ(z)(z) ̸= ∅. Note by definition of Ak,
1
2k

≤ ρ(z) < 1
2k−1 , and by definition of L1 ∪ · · · ∪ Lk,

1
2k

≤ ρ(x) < 1. Hence 1
2ρ(z) < ρ(x). But the balls

Bρ(x)(x) ∩Bρ(z)(z) ̸= ∅, so z ∈ B3ρ(x)(x).

Using the covering lemma, one obtains a boundary differentiation lemma analogous to Lemma 1.2.1.

• Br(x) := {z ∈ Rn | |x− z| < r} ball with center x radius r in Rn

• Bρ(y) := {t ∈ Rn−1 | |y − t| < ρ} ball with center y radius ρ in Rn−1

• Let Rn
+ := {x ∈ Rn | xn > 0}, y ∈ Rn−1 = ∂Rn

+, ρ > 0. Upper cylinder with center y radius and height ρ

C+
ρ (y) := {(z, t) ∈ Rn−1 × (0,∞) | |y − z| < ρ, 0 < t < ρ} = Bρ(y)× (0, ρ)
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Lemma 1.2.4. µ positive Radon measure on Rn
+ with µ(Rn

+) <∞. Then for Hn−1-a.e. y ∈ Rn−1 = ∂Rn
+,

lim
ρ→0

1

ρn−1
µ(C+

ρ (y)) = 0 (1.45)

Proof. It suffices to show ∀ k > 0, Ak := {y ∈ Rn−1 | lim sup
ρ→0

1
ρn−1µ(C

+
ρ (y)) > 1

k} is of Hn−1 measure zero.

Given ε > 0. Note for any y ∈ Ak, there exists ρy < ε s.t.

1

ρn−1
y

µ(C+
ρy
(y)) >

1

2k
⇐⇒ ρn−1

y < 2k µ(C+
ρy
(y))

Choose {yj} ⊂ Ak as in Lemma 1.2.3 with ρ(yj) = ρyj
so that Bρyj

(yj) are disjoint and Ak ⊂
⋃∞

j=1 B3ρyj
(yj).

Hn−1(Ak) ≤
∞∑
j=1

Hn−1(B3ρyj
(yj)) = ωn−1

∞∑
j=1

(3ρyj
)n−1 < ωn−13

n−12k

∞∑
j=1

µ(C+
ρyj

(yj))

But C+
ρyj

(yj) = Bρyj
(yj)× (0, ρyj

) are disjoint, and since ρyj
< ε uniformly in j

Hn−1(Ak) ≤ ωn−13
n−12k µ{x ∈ Rn

+ | 0 < xn < ε}

for any ε > 0. But µ(Rn
+) <∞, so µ{x ∈ Rn

+ | 0 < xn < ε} → 0 as ε→ 0, hence Hn−1(Ak) = 0 ∀ k > 0.

1.2.2 Existence and Property of Trace on CR

One first work with upper cylinder C+
R := C+

R (0) = BR × (0, R). Also denote CR := BR × (−R, R).

Theorem 1.2.1 (Construction of Trace). f ∈ BV (C+
R ). There exists f+ ∈ L1(BR) s.t. for Hn−1-a.e. y ∈ BR

lim
ρ→0

1

ρn

ˆ
C+

ρ (y)

|f(z)− f+(y)| dz = 0 (1.46)

and for any g ∈ C1
0 (CR;Rn), one hasˆ

C+
R

f divg dx = −
ˆ
C+

R

⟨g, Df⟩ −
ˆ

BR

f+ gn dHn−1 (1.47)

Definition 1.2.1 (Trace of BV Function). f ∈ BV (C+
R ). f+ ∈ L1(BR) in Theorem 1.2.1 is trace of f on BR.

Indeed (1.46) implies for Hn−1-a.e. y ∈ BR

f+(y) = lim
ρ→0

1

|C+
ρ (y)|

ˆ
C+

ρ (y)

f(z) dz (1.48)

Proof. First suppose f ∈ C∞(C+
R ). Then for any 0 < ε < R, define fε : BR → R as fε(y) := f(y, ε). Hence

denoting Qε′,ε := BR × (ε′, ε) for 0 ≤ ε′ < ε ≤ R, one has from FTCˆ
BR

|fε(y)− fε
′
(y)| dHn−1(y) ≤

ˆ
BR

ˆ ε

ε′
|Dnf(y, t)| dt dHn−1(y) =

ˆ
Qε′,ε

|Dnf | dx (1.49)

Since f smooth, RHS Cauchy in ε gives LHS Cauchy in ε, thus ∃ f+ ∈ L1(BR) s.t. ∥fε − f+∥L1(BR) → 0. Take

any g ∈ C1
0 (CR;Rn), Since f smooth, for any 0 < ε < R, and let ν = (ν1, · · · , νn) denote unit normal w.r.t.

BR × {xn = ε} and pointing downwards to Rn−1, i.e., ν = (0, · · · , 0,−1)ˆ
Qε,R

f divg dx = −
ˆ
Qε,R

⟨g, Df⟩+
ˆ

BR×{xn=ε}
f(y, ε) g(y, ε) · ν dHn−1(y)

= −
ˆ
Qε,R

⟨g, Df⟩ −
ˆ

BR×{xn=ε}
f(y, ε) gn(y, ε) dHn−1(y)

= −
ˆ
Qε,R

⟨g, Df⟩ −
ˆ

BR

fε(y) gεn(y) dHn−1(y)

letting ε→ 0, one obtain (1.47) for f smooth. To see for (1.46), for any y ∈ BR and 0 < ρ < R s.t. C+
ρ (y) ⊂ C+

Rˆ
C+

ρ (y)

|f(z)− f+(y)| dz =
ˆ

Bρ(y)

ˆ ρ

0

|f(η, t)− f+(y)| dt dHn−1(η)

≤
ˆ

Bρ(y)

ˆ ρ

0

|f(η, t)− f+(η)| dt dHn−1(η) +

ˆ
Bρ(y)

ˆ ρ

0

|f+(η)− f+(y)| dt dHn−1(η)

=

ˆ
Bρ(y)

ˆ ρ

0

|f(η, t)− f+(η)| dt dHn−1(η) + ρ

ˆ
Bρ(y)

|f+(η)− f+(y)| dHn−1(η)
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notice upon multiplying by ρ−n, the second term goes to 0 for Hn−1-a.e. y due to Lebesgue Differentiation
1.2.1. For the first term, use Fubini and mimic (1.49)

ˆ
Bρ(y)

ˆ ρ

0

|f(η, t)− f+(η)| dt dHn−1(η) =

ˆ ρ

0

ˆ
Bρ(y)

|f t(η)− f+(η)| dHn−1(η) dt

≤
ˆ ρ

0

ˆ
Bρ(y)

ˆ t

0

|Dnf(η, ξ)| dξ dHn−1(η) dt

≤
ˆ ρ

0

ˆ
Q0,t(y)

|Df | dx dt ≤ ρ

ˆ
C+

ρ (y)

|Df |

now multiplying by ρ−n and notice |Df | is Radon measure on C+
R that is finite, one may use (1.45) with

µ = |Df |. Hence for Hn−1-a.e. y ∈ BR

1

ρn

ˆ
C+

ρ (y)

|f(z)− f+(y)| dz ≤ 1

ρn−1

ˆ
C+

ρ (y)

|Df |+ 1

ρn−1

ˆ
Bρ(y)

|f+(η)− f+(y)| dHn−1(η) → 0

and one concludes (1.46) for f smooth. In general for f ∈ BV (C+
R ), approximate using {fj} ⊂ C∞(C+

R ) via
Theorem 1.1.2. Recall remark (1.18), for any j, given n and Hn−1-a.e. y ∈ BR

lim
ρ→0

1

ρn

ˆ
C+

ρ (y)

|f(z)− fj(z)| dz = 0

Hence combining with fj satisfying (1.46)

1

ρn

ˆ
C+

ρ (y)

|f(z)− f+j (y)| dz ≤ 1

ρn

ˆ
C+

ρ (y)

|f(z)− fj(z)| dz +
1

ρn

ˆ
C+

ρ (y)

|fj(z)− f+j (y)| dz → 0

for any j. Thus by uniqueness of L1 limit, all traces f+j coincide Hn−1-a.e. y ∈ BR. So define f+ := f+j for

any such trace. One has (1.46) for f ∈ BV (C+
R ). Finally, since ∥f − fj∥L1(C+

R ) → 0 and
´
C+

R
|Dfj | →

´
C+

R
|Df |,

one wish to deduce (1.47) fromˆ
C+

R

fj divg dx = −
ˆ
C+

R

⟨g, Dfj⟩ −
ˆ

BR

f+j gn dHn−1

The first term converges due to ∥f − fj∥L1(C+
R ) → 0 and the last term does not need to converge as f+ = f+j for

any j. For the second term, note
´
C+

R
|Dfj | →

´
C+

R
|Df | convergence ensures uniform boundedness of

´
C+

R
|Dfj |.

By Banach Alaoglu, the closed unit ball in norm is compact in the weak∗ topology. Hence identifying
´
C+

R
|Df | as

norm, there exists subsequence s.t. Dfj
∗
⇀ Df . But the vague topology convergence

´
C+

R
⟨g, Dfj⟩ →

´
C+

R
⟨g, Df⟩

is essentially the weak∗ topology convergence. Hence we’re done.

Proposition 1.2.1 (Approximation in BV implies Approximation in Trace). f ∈ BV (C+
R ). If {fj} ⊂ BV (C+

R )
s.t. fj → f in L1(C+

R ) and

lim
j→∞

ˆ
C+

R

|Dfj | =
ˆ
C+

R

|Df | (1.50)

then

lim
j→∞

ˆ
BR

|f+j − f+| dHn−1(y) = 0 (1.51)

Proof. For any 0 < β < R, consider Q0, β := BR × (0, β). Define fβ : BR → R s.t. fβ(y) :=
1
β

´ β

0
f(y, t) dt for

any f ∈ BV (C+
R ). Then for a.e. β

ˆ
BR

|f+(y)− fβ(y)| dHn−1(y) =

ˆ
BR

|f+(y)− 1

β

ˆ β

0

f(y, t) dt| dHn−1(y)

=
1

β

ˆ β

0

ˆ
BR

|f+(y)− f(y, t)| dHn−1(y) dt ≤ 1

β

ˆ β

0

ˆ
Q0,t

|Df | dx dt ≤
ˆ
Q0,β

|Df | dx

(1.52)

where the last line uses (1.49), initially shown for smooth f . To make sense of (1.49) for f ∈ BV (C+
R ), one

precisely needs smooth approximation from Theorem 1.1.2 where ∥fε → f∥L1(C+
R ) implies for a.e. t

ˆ
BR

|f+ε (y)− fε(y, t)| dHn−1(y) →
ˆ

BR

|f+(y)− f(y, t)| dHn−1(y)
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and
´
C+

R
|Dfε| →

´
C+

R
|Df | implies via (1.8) (

´
BR×{t} |Df | = 0 for a.e. t otherwise uncountably many disjoint

summing up contradicts f ∈ BV (C+
R )) that

´
Q0,t

|Dfε| →
´
Q0,t

|Df |. Hence for {fj} ⊂ BV (C+
R ) as assumed

ˆ
BR

|f+j − f+| dHn−1(y) ≤
ˆ

BR

|f+j − (fj)β | dHn−1(y) +

ˆ
BR

|(fj)β − fβ | dHn−1(y) +

ˆ
BR

|fβ − f+| dHn−1(y)

using (1.52)

≤
ˆ
Q0, β

|Dfj |+
ˆ

BR

|(fj)β − fβ | dHn−1(y) +

ˆ
Q0, β

|Df |

the middle term writes, using ∥fj − f∥L1(C+
R ) → 0

ˆ
BR

|(fj)β − fβ | dHn−1(y) =
1

β

ˆ β

0

ˆ
BR

|fj(y, t)− f(y, t)| dHn−1(y) dt =
1

β

ˆ
C+

R

|fj − f | dx→ 0

Thus, since for a.e. β,
´
Q0, β

|Dfj | →
´
Q0, β

|Df |, one has

lim sup
j→∞

ˆ
BR

|f+j − f+| dHn−1(y) ≤ 2

ˆ
Q0, β

|Df |

for a.e. β. Thus using f ∈ BV (C+
R ) so

´
Q0, β

|Df | → 0 as β → 0, one arrives at (1.51).

Note for C−
R := BR × (−R, 0), one may similarly define f− ∈ L1(BR) as trace for the function f ∈ BV (C−

R )
via Theorem 1.2.1.

Proposition 1.2.2 (Extension Property for BV). For f1 ∈ BV (C+
R ) and f2 ∈ BV (C−

R ), let f+, f− ∈ L1(BR)

be their trace respectively. Then for f : CR = BR × (−R, R) → R defined as f :=

{
f1 in C+

R

f2 in C−
R

, one has

f ∈ BV (CR) and ˆ
BR

|f+ − f−| dHn−1(y) =

ˆ
BR

|Df | (1.53)

Proof. Note from (1.47) applied to f1 and f2 respectively, one has for any g ∈ C1
0 (CR;Rn)ˆ

C+
R

f1 divg dx = −
ˆ
C+

R

⟨g, Df1⟩ −
ˆ

BR

f+ gn dHn−1

ˆ
C−

R

f2 divg dx = −
ˆ
C−

R

⟨g, Df2⟩+
ˆ

BR

f− gn dHn−1

Notice on C−
R , while deriving (1.47) for smooth f , one take unit normal ν = (0, · · · , 0, 1) pointing upwards to

Rn−1. Hence the last term involving gn has opposite signs. One take sum of the above to obtainˆ
CR

f divg dx = −
ˆ
C+

R

⟨g, Df1⟩ −
ˆ
C−

R

⟨g, Df2⟩ −
ˆ

BR

(f+ − f−) gn dHn−1 (1.54)

Now if require |g| ≤ 1, one has

|
ˆ
CR

f divg dx| ≤
ˆ
C+

R

|Df1|+
ˆ
C−

R

|Df2|+
ˆ

BR

|f+| dHn−1 +

ˆ
BR

|f−| dHn−1 <∞

Hence f ∈ BV (CR). But on the other hand, by definition of distributional gradient Dfˆ
CR

f divg dx = −
ˆ
CR

⟨g, Df⟩ = −
ˆ
C+

R

⟨g, Df⟩ −
ˆ
C−

R

⟨g, Df⟩ −
ˆ

BR

⟨g, Df⟩

Notice f coincides with f1 and f2 respectively on C+
R and C−

R , henceˆ
CR

f divg dx = −
ˆ
C+

R

⟨g, Df1⟩ −
ˆ
C−

R

⟨g, Df2⟩ −
ˆ

BR

⟨g, Df⟩ (1.55)

Now combining (1.54) and (1.55) givesˆ
BR

(f+ − f−) gn dHn−1 =

ˆ
BR

⟨g, Df⟩

so ˆ
BR

|Df | = sup
g∈C1

0 (CR;Rn)
|g|≤1

|
ˆ

BR

⟨g, Df⟩| = sup
g∈C1

0 (CR;Rn)
|g|≤1

|
ˆ

BR

(f+ − f−) gn dHn−1| =
ˆ

BR

|f+ − f−| dHn−1

where the last equality holds by Riesz Representation. Hence we’re done with (1.53).
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1.2.3 Trace on Lipschitz Domains

One has systematic tools to reduce a Domain to CR. Let Ω ⊂ Rn open with ∂Ω Lipschitz.

• Since ∂Ω Lipschitz, for any x0 ∈ ∂Ω, there exists a neighborhood around x0 s.t. the intersection of ∂Ω
and the neighborhood is locally the graph of a Lipschitz function. Due to topology in Rn, one is in fact
free to choose the neighborhood as simple geometric objects. Via translation, one may first put x0 = 0
as the origin, then rotate ∂Ω so that one may choose a cylinder C(R) = BR × (−R

2 ,
R
2 ) with BR radius

R > 0 and height R
2 , as well as a local Lipschitz function w : BR ⊂ Rn−1 → (−R

2 ,
R
2 ) where the local

boundary and interior writes

∂Ω ∩ C(R) = {(y, t) ∈ C(R) = BR × (−R
2
,
R

2
) | t = w(y)} (1.56)

Ω ∩ C(R) = {(y, t) ∈ C(R) | t > w(y)} (1.57)

• One may further flatten out the local boundary by introducing the variables

(y, τ) = (y, t− w(y)) ∈ C+
R = BR × (0, R)

hence for f ∈ BV (Ω ∩ C(R)), one may further define for g ∈ BV (C+
R ) via

g(y, τ) := f(y, w(y) + τ) = f(y, t) (1.58)

• Apply Theorem 1.2.1 to g ∈ BV (C+
R ), there exists trace g+ ∈ L1(BR). One define f+ ∈ L1(∂Ω ∩ C(R))

for f ∈ BV (Ω ∩ C(R)) as the trace on local Lipschitz boundary via

f+(y, w(y)) := g+(y) (1.59)

Theorem 1.2.2 (Construction of Trace). Ω ⊂ Rn open and bounded with ∂Ω Lipschitz. f ∈ BV (Ω). Then
there exists trace φ ∈ L1(∂Ω) s.t. for Hn−1-a.e. x ∈ ∂Ω

lim
ρ→0

1

ρn

ˆ
Bρ(x)∩Ω

|f(z)− φ(x)| dz = 0 (1.60)

And for any g ∈ C1
0 (Rn;Rn) one has, denoting ν outer unit normal w.r.t. ∂Ω

ˆ
Ω

f divg dx = −
ˆ
Ω

⟨g, Df⟩+
ˆ
∂Ω

φ ⟨g, ν⟩ dHn−1 (1.61)

Proof. For Ω ⊂ Rn bounded, ∂Ω is compact. Hence consider open cover {Cx(R)}x∈∂Ω where Cx(R) is the
cylinder s.t. upon translation and rotation, (1.56) and (1.57) holds for x positioned at the origin. There exists
finite subcover {Cxi

(Ri)}Ni=1. Given f ∈ BV (Ω), upon defining local trace f+i ∈ L1(∂Ω ∩ Cxi
(Ri)) for each

f |Cxi
(Ri)

as in (1.59), one observe that on their overlaps they must agree Hn−1-a.e. due to uniqueness of L1

limit. Hence φ(x) := f+i (x) for i s.t. x ∈ Cxi
(Ri) is a well-defined L1(∂Ω) function. Note for any x ∈ ∂Ω, and

for i s.t. x ∈ Cxi
(Ri), there exists ρ < Ri

2 s.t. Bρ(x) ⊂ Cxi
(Ri). Hence (1.60) follows directly from (1.46) as

a local behavior. To derive (1.61), one needs partition of unity. Denote Γi := Cxi
(Ri) for i ≥ 1 and Γ0 ⊂⊂ Ω

chosen s.t. Ω ⊂
⋃N

i=0 Γi is open cover. One may choose a smooth partition of unity subordinate to {Γi}N0 s.t.

0 ≤ ϕi ≤ 1, suppϕi ⊂ Γi,

N∑
i=0

ϕi = 1 in Ω

Hence f =
∑N

i=0 fϕi in Ω and φ =
∑N

i=1 φϕi on ∂Ω since Γ0 ⊂⊂ Ω. By definition of distributional derivative
D(fϕ0) ∈ D′ and that suppfϕ0 ⊂ Γ0 ⊂⊂ Ω, for any g ∈ C1

0 (Rn;Rn)

ˆ
Ω

f ϕ0 divg dx =

ˆ
f ϕ0 divg dx = −

ˆ
⟨g, D(fϕ0)⟩ = −

ˆ
Ω

⟨g, D(fϕ0)⟩ (1.62)

while for i = 1, · · · , N , one apply flattening boundary and then (1.47) on each C+
Ri

to obtain

ˆ
Ω

fϕi divg dx = −
ˆ
Ω

⟨g, D(fϕi)⟩+
ˆ
∂Ω

φϕi⟨g, ν⟩ dHn−1 (1.63)

Hence summing up (1.62) and (1.63) gives (1.61).
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Proposition 1.2.3 (Approximation in BV implies Approximation in Trace). Ω ⊂ Rn open and bounded, ∂Ω
Lipschitz. f ∈ BV (Ω). If {fj} ⊂ BV (Ω) s.t. fj → f in L1(Ω) and

lim
j→∞

ˆ
Ω

|Dfj | =
ˆ
Ω

|Df | (1.64)

then, letting φj be trace for fj and φ trace for f

lim
j→∞

ˆ
∂Ω

|φj − φ| dHn−1 = 0 (1.65)

Remark 1.2.1. Let Ω ⊂ Rn open and bounded, ∂Ω Lipschitz. f ∈ BV (Ω).

• By smooth approximation Theorem 1.1.2, there exists {fj} ⊂ C∞(Ω) s.t. ∥fj − f∥L1(Ω) → 0 and

lim
j→0

´
Ω
|Dfj | dx =

´
Ω
|Df |. As in Proposition 1.2.1, or essentially (1.18), letting φj be trace for fj and φ

trace for f , one has φj = φ for any j.

• Let A ⊂⊂ Ω open with ∂A Lipschitz. Then f |A ∈ BV (A) and f |Ω\A, hence denote f−A , f
+
A ∈ L1(∂A) as

their trace respectively.

1. One has immediately via differentiation (1.60) that for Hn−1-a.e. x ∈ ∂A

lim
ρ→0

1

ρn

ˆ
Bρ(x)∩A

|f(z)− f−A (x)| dz = 0 lim
ρ→0

1

ρn

ˆ
Bρ(x)∩(Ω\A)

|f(z)− f+A (x)| dz = 0 (1.66)

2. Via Extension property for BV Proposition 1.2.2, denoting ν as outer unit normal w.r.t. ∂A, one
has important characterisation for the measures |Df | and Df on ∂A

ˆ
∂A

|Df | =
ˆ
∂A

|f+A − f−A | dHn−1(y) (1.67)

ˆ
∂A

Df =

ˆ
∂A

(
f+A − f−A

)
ν dHn−1(y) (1.68)

In particular, let Ω = BR and A = Bρ for ρ < R, and denote f−ρ , f+ρ ∈ L1(∂Bρ) as trace for f |Bρ
and

f |BR\Bρ
respectively. One has, for some N1, N2 ⊂ R set measure 0

lim
t→ρ−
t/∈N1

ˆ
∂B1

|f(tx)− f−ρ (ρx)| dHn−1(x) = 0 lim
t→ρ+

t/∈N2

ˆ
∂B1

|f(tx)− f+ρ (ρx)| dHn−1(x) = 0 (1.69)

Proof. It suffices to prove for f−ρ . Notice, by a change of variables, for any ρ
2 < t < ρ

ˆ
∂B1

|f(tx)− f−ρ (ρx)| dHn−1(x) =
1

ρn

ˆ
∂Bρ

|f( t
ρ
x)− f−ρ (x)| dHn−1(x)

≤ 1

ρn
1

(ρ− t)n

ˆ
∂Bρ

ˆ
B2(ρ−t)(x)∩Bρ

|f(z)− f−ρ (x)| dz Hn−1(x)

where the last inequality holds for a.e. t. Denote the set that it fails by N1. Now since f ∈ L1(BR), one
may apply DCT and use the inner part of (1.66)

lim sup
t→ρ−
t/∈N1

ˆ
∂B1

|f(tx)− f−ρ (ρx)| dHn−1(x) ≤ lim sup
t→ρ−
t/∈N1

1

ρn

ˆ
∂Bρ

1

(ρ− t)n

ˆ
B2(ρ−t)(x)∩Bρ

|f(z)− f−ρ (x)| dz Hn−1(x)

≤ 1

ρn

ˆ
∂Bρ

 lim
t→ρ−
t/∈N1

1

(ρ− t)n

ˆ
B2(ρ−t)(x)∩Bρ

|f(z)− f−ρ (x)| dz

 Hn−1(x)

= 0

Also, since f ∈ BV (Ω), |Df | is of finite measure. Due to countable additivity of measure for |Df |, for
a.e. ρ, one has

´
∂Bρ

|Df | = 0, hence

f+ρ (x) = f(x) = f−ρ (x) for Hn−1 − a.e. x ∈ ∂Bρ for a.e. ρ (1.70)
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• Let A ⊂ Ω open with ∂A Lipschitz, and f ∈ BV (A). One may extend f to Ω by F :=

{
f in A
0 in Ω \Ahence

denoting F−
A , F

+
A ∈ L1(∂A) as trace for F |A , F |Ω\A, one has F−

A = f−A as trace of f on ∂A, and F+
A = 0.

1. from (1.67) ˆ
Ω

|DF | −
ˆ
A

|Df | =
ˆ
Ω∩∂A

|DF | =
ˆ
Ω∩∂A

|f−A | dHn−1 (1.71)

2. from (1.68), denoting ν as inner unit normal w.r.t. ∂A

ˆ
Ω

DF −
ˆ
A

Df =

ˆ
Ω∩∂A

DF =

ˆ
Ω∩∂A

f−A ν dHn−1 (1.72)

In particular, one may further compute 3 perimeters for subsets of Caccioppoli set w.r.t. some ball. Let
Ω = BR and A = Bρ for ρ < R, and f = φE for E ⊂ Rn Caccioppoli. Then F = φE∩Bρ

. Due to (1.70),

for a.e. ρ, φE = φ−
E,ρ for Hn−1-a.e. x ∈ ∂Bρ. Note ∂Bρ ∩BR = ∂Bρ, so

1. from (1.71)

P (E ∩Bρ, BR) = P (E, Bρ) +Hn−1(E ∩ ∂Bρ) for a.e. ρ s.t. (1.70) holds (1.73)

2. similarily, from (1.72), denoting ν as inner unit normal w.r.t. ∂Bρ

ˆ
BR

DφE∩Bρ =

ˆ
Bρ

DφE +

ˆ
∂Bρ

φE ν dHn−1 for a.e. ρ s.t. (1.70) holds (1.74)

Now let A = BR \Bρ, then F = φE∩(BR\Bρ)
, so for a.e. ρ, φE = φ+

E,ρ for Hn−1-a.e. x ∈ ∂Bρ

P (E \Bρ, BR) = P (E, BR \Bρ) +Hn−1(E ∩ ∂Bρ) for a.e. ρ s.t. (1.70) holds (1.75)

Furthermore for A as above, BR \ (E ∩ (BR \Bρ)) = (BR \E)∩ (BR \Bρ), then using that mutual disjoint
sets share same perimeter

P ((BR \ E) ∩ (BR \Bρ), BR) = P (E ∩ (BR \Bρ), BR) = P (E \Bρ, BR)

one has, again by mutual disjoint sets sharing same perimeter

P (E ∪Bρ, BR) = P (BR \ (E ∪Bρ), BR) = P ((BR \ E) ∩ (BR \Bρ), BR) = P (E \Bρ, BR)

= P (E, BR \Bρ) +Hn−1(E ∩ ∂Bρ) for a.e. ρ s.t. (1.70) holds (1.76)

Hence one may measure perimeter of subsets for E in big ball using perimeter of E in small balls and the
boundary quantity Hn−1(E ∩ ∂Bρ) via (1.73), (1.75) and (1.76).

1.2.4 Converse to Trace Construction

Theorem 1.2.3 (Converse to Trace Construction). Let φ ∈ L1(BR) for R > 0 and compactly supported. For
any ε > 0, there exists f ∈W 1,1(C+

R ) s.t. φ is trace of f and

ˆ
C+

R

|f | dx ≤ ε

ˆ
BR

|φ| dHn−1 (1.77)

ˆ
C+

R

|Df | dx ≤ (1 + ε)

ˆ
BR

|φ| dHn−1 (1.78)

Proof. There exists {φj} ⊂ C∞(BR) s.t. ∥φj − φ∥L1(BR) → 0 with φ0 = 0, ∥φj∥L1(BR) ≤ 2 ∥φ∥L1(BR) and

ˆ
BR

|φj − φj+1| dHn−1 ≤ 2−j−1
(
1 +

ε

2

) ˆ
BR

|φ| dHn−1 =⇒
∞∑
j=0

∥φj − φ∥L1(BR) ≤
(
1 +

ε

2

)
∥φ∥L1(BR)

Now one may construct f with support on neighborhood of BR. Let {tk} ⊂ (0, R) be strictly decreasing
sequence to 0. Define f : C+

R → R s.t. for x ∈ BR, t ∈ (0, R)

f(x, t) :=

{
0 if t > t0

t−tk+1

tk−tk+1
φk(x) +

tk−t
tk−tk+1

φk+1(x) if tk ≥ t > tk+1 for k ≥ 0
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Hence one may calculate for any tk ≥ t > tk+1 for k ≥ 0

|Dif | ≤ |Diφk(x)|+ |Diφk+1(x)| 1 ≤ i ≤ n− 1

|Dnf | ≤
1

tk − tk+1
|φk(x)− φk+1(x)|

Hence one calculate
´
C+

R
|f | dx and

´
C+

R
|Df | dx s.t.

ˆ
C+

R

|f | dx =

ˆ R

0

ˆ
BR

|f | dHn−1(x) dt =

∞∑
k=0

ˆ tk

tk+1

ˆ
BR

|f | dHn−1(x) dt

≤
∞∑
k=0

ˆ tk

tk+1

(
∥φk∥L1(BR) + ∥φk+1∥L1(BR)

)
dt =

∞∑
k=0

(
∥φk∥L1(BR) + ∥φk+1∥L1(BR)

)
(tk − tk+1)

≤ 4 ∥φ∥L1(BR)

∞∑
k=0

(tk − tk+1) = 4t0 ∥φ∥L1(BR)

ˆ
C+

R

|Df | dx =

∞∑
k=0

ˆ tk

tk+1

ˆ
BR

|Df | dHn−1(x) dt ≤
∞∑
k=0

ˆ tk

tk+1

n∑
i=1

ˆ
BR

|Dif | dHn−1(x) dt

≤
∞∑
k=0

ˆ tk

tk+1

(
n−1∑
i=1

(
∥Diφk∥L1(BR) + ∥Diφk+1∥L1(BR)

)
+

1

tk − tk+1
∥φk − φk+1∥L1(BR)

)
dt

≤
∞∑
k=0

((
∥Dφk∥L1(BR) + ∥Dφk+1∥L1(BR)

)
(tk − tk+1) + ∥φk − φk+1∥L1(BR)

)
≤

∞∑
k=0

(
∥Dφk∥L1(BR) + ∥Dφk+1∥L1(BR)

)
(tk − tk+1) +

(
1 +

ε

2

)
∥φ∥L1(BR)

But one is left to choose tk freely. Hence choose tk s.t. 4t0 < ε and for k ≥ 0

(tk − tk+1) ≤
ε ∥φ∥L1(BR)

1 + ∥Dφk∥L1(BR) + ∥Dφk+1∥L1(BR)

2−k−2

Hence one obtain (1.77) and (1.78), whence f ∈W 1,1(C+
R ). To see φ really is trace for f , denote ft(x) := f(x, t)

and compute for tk ≥ t > tk+1, following construction in Theorem 1.2.1 and DCT

ˆ
BR

|ft(x)−φ(x)| dHn−1(x) ≤
ˆ

BR

| t− tk+1

tk − tk+1
φk(x)−φ(x)| dHn−1(x)+

ˆ
BR

| tk − t

tk − tk+1
φk+1(x)−φ(x)| dHn−1(x)

k→∞→ 0

Hence by uniqueness of L1 limits, φ is indeed trace for f .

Theorem 1.2.4 (Converse to Trace Construction). Ω ⊂ Rn open bounded, ∂Ω Lipschitz. φ ∈ L1(∂Ω). Then
for any ε > 0, there exists f ∈W 1,1(Ω) s.t. φ is trace of f and

ˆ
Ω

|f | dx ≤ ε

ˆ
∂Ω

|φ| dHn−1 (1.79)

ˆ
Ω

|Df | dx ≤ A

ˆ
∂Ω

|φ| dHn−1 (1.80)

for A = A(∂Ω) but independent of f, φ, ε. If moreover ∂Ω is C1, one may choose A = (1 + ε). Also, f may be
taken to be supported on arbitrary small neighborhood of ∂Ω by controlling t0 via ε.



Chapter 2

Reduced Boundary

2.1 Construction and Properties

As a preliminary, one finds substitution for general Borel sets so that their measure theoretic boundary and
topological boundary agree. We work with sets satisfying Lemma 2.1.1 from later on.

Lemma 2.1.1. Let E ⊂ Rn Borel. Then there exists Ẽ Borel s.t. |Ẽ∆E| = 0 differ by Lebesgue measure 0 and

0 < |Ẽ ∩Bρ(x)| < ωnρ
n for any ρ > 0 and x ∈ ∂Ẽ (2.1)

Proof. Define

E0 := {x ∈ Rn | there exists ρ > 0 s.t. |E ∩Bρ(x)| = 0}
E1 := {x ∈ Rn | there exists ρ > 0 s.t. |E ∩Bρ(x)| = |Bρ(x)| = ωnρ

n}

One see both E0 and E1 are open. For x ∈ E0, take ρ > 0 s.t. |E ∩ Bρ(x)| = 0. Then for any y ∈ Bρ(x),
let ρ0 := ρ − |x − y|, so Bρ0(y) ⊂ Bρ(x) hence |E ∩ Bρ0(y)| = 0. Due to existence of ρ0, y ∈ E0, i.e., the
neighborhood Bρ(x) ⊂ E0. So E0 open. For x ∈ E1, there exists ρ > 0 s.t. |E ∩ Bρ(x)| = |Bρ(x)|, i.e.,
|Bρ(x) ∩ Ec| = 0. Again, for any y ∈ Bρ(x), let ρ0 := ρ − |x − y|, so Bρ0

(y) ⊂ Bρ(x), thus |Bρ0
(y) ∩ Ec| = 0.

Hence y ∈ E1, we have Bρ(x) ⊂ E1, so E1 is open. One may further show that |E0 ∩ E| = 0. Since for any
x ∈ E0, one may choose ρx s.t. |E ∩ Bρx

(x)| = 0, and it indeed covers E0 ⊂
⋃

x∈E0
Bρx

(x), we may choose
sequence {xj} ⊂ E0 as index for covering. One compute, due to |Bρxj

(xj) ∩ E| = 0 for any j

|E0 ∩ E| ≤ |
∞⋃
j=1

Bρxj
(xj) ∩ E| ≤

∞∑
j=1

|Bρxj
(xj) ∩ E| = 0

Similarly, |E1 \ E| = 0 by replacing E in above computation with Ec. Since E0, E1 open, Ẽ := (E ∪ E1) \ E0

is Borel. And indeed one has |Ẽ∆E| = 0 via the following

|E \ Ẽ| = |E ∩ ((E ∪ E1) \ E0)
c| = |E ∩ ((E ∪ E1)

c ∪ E0) | = |(E ∩ Ec ∩ Ec
1) ∪ (E ∩ E0)| = |E0 ∩ E| = 0

|Ẽ \ E| = |(E ∪ E1) ∩ Ec
0 ∩ Ec| = |(E ∩ Ec

0 ∩ Ec) ∪ (E1 ∩ Ec
0 ∩ Ec)| ≤ |E1 \ E| = 0

Now for any x ∈ ∂Ẽ, since E0, E1 open, x /∈ E0 ∪ E1. Hence for any ρ > 0, (2.1) holds.

2.1.1 Reduced Boundary and Uniform Density Estimate

Definition 2.1.1 (Reduced Boundary). Given E ⊂ Rn Caccioppoli. x ∈ ∂∗E reduced boundary ifˆ
Bρ(x)

|DφE | > 0 for any ρ > 0 (2.2)

and hence, defining

νρ(x) :=

´
Bρ(x)

DφE´
Bρ(x)

|DφE |
for any ρ > 0 (2.3)

One require the limits lim
ρ→0

ν(x) exists and has length 1

ν(x) := lim
ρ→0

ν(x) = lim
ρ→0

´
Bρ(x)

DφE´
Bρ(x)

|DφE |
(2.4)

|ν(x)| = 1 (2.5)

21
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i.e.,

∂∗E := {x ∈ ∂E | (2.2) holds for any ρ > 0, and the limiting object (2.3) satisfies (2.4) and (2.5)}

We call ν the (measure-theoretical) inner unit normal.

Recall the Lebesgue-Besicovitch differentiation.

Lemma 2.1.2 (Lebesgue-Besicovitch differentiation). µ1, µ2 Borel measures on Rn, then

Dµ2
µ1 := lim

ρ→0

µ1(Bρ(x))

µ2(Bρ(x))

is defined µ2-a.e. on Rn, and Dµ2
µ1 ∈ L1

loc(Rn, µ2). If furthermore, µ1 ≪ µ2, i.e., µ1 is absolutely continuous
w.r.t. µ2 in the sense that µ2(E) = 0 implies µ1(E) for any E ⊂ Rn Borel, then we write

µ1 = Dµ2µ1 · µ2 on all Borel sets

Remark 2.1.1. Note DφE is indeed absolutely continuous w.r.t. |DφE |. Hence apply Lemma 2.1.2, one has

ν(x) := lim
ρ→0

´
Bρ(x)

DφE´
Bρ(x)

|DφE |
exists and |ν(x)| = 1 |DφE | − a.e. x ∈ Rn (2.6)

and the following measures agree

DφE = ν|DφE | on all Borel sets (2.7)

In particular,DφE = ν|DφE | on ∂E, and the set ∂E \ ∂∗E has |DφE |-measure zero.

Example 2.1.1. One has 2 examples. One for smooth boundary and one for Lipschitz.

• Let E ⊂ Rn be bounded, Caccioppoli with C1 boundary ∂E. Then ∂∗E = ∂E.

Proof. Let A = E and f = φE in (1.68), one has via Extension property for φE ∈ BV (Rn) that (for this
step, ∂E Lipschitz suffices)

DφE = νdHn−1⌞∂E on Borel sets (2.8)

where ν denote the classical inner unit normal w.r.t. ∂E. And because suppDφE ⊂ ∂E, one writes
for any ρ > 0 ˆ

Bρ(x)

DφE =

ˆ
Bρ(x)∩∂E

ν dHn−1

while C1 boundary ensure via (1.4) that

ˆ
Bρ(x)

|DφE | = Hn−1(Bρ(x) ∩ ∂E)

hence one has explicit formula for νρ

νρ(x) =

´
Bρ(x)∩∂E

ν dHn−1

Hn−1(Bρ(x) ∩ ∂E)
for any x ∈ ∂E

Since ν ∈ C(∂E;Rn), differentiation gives lim
ρ→0

νρ(x) = ν(x) for any x ∈ ∂E. Hence |ν| = 1 as inherited.

• Let E = (0, 1)× (0, 1) ⊂ R2. Notice except for the four corners, the boundaries are piecewise C∞, hence
these parts belong to ∂∗E. Now for any corner x, one may compute

|ν(x)| = lim
ρ→0

|
´
Bρ(x)

DφE |´
Bρ(x)

|DφE |
=

1√
2

Hence the four corners do not belong to ∂∗E.

One has Uniform Density estimates, which says bounded oscillation in normal directions at a given boundary
point x ∈ ∂E prevents densities of E and Ec from disappearing under blow-up limit. In particular, if x ∈ ∂∗E,
it indeed satisfies our assumption, so uniform density estimate holds. For simplicity, let 0 ∈ ∂E via translation.
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Theorem 2.1.1 (Uniform Density Estimates). E ⊂ Rn be Caccioppoli and 0 ∈ ∂E. If there exists ρ0 > 0 and
q > 0 constants s.t. for any ρ < ρ0 ˆ

Bρ

|DφE | > 0

|νρ(0)| =

∣∣∣∣∣
´
Bρ
DφE´

Bρ
|DφE |

∣∣∣∣∣ ≥ q > 0 (2.9)

Then for any ρ < ρ0, one has uniform estimates on the density

|E ∩Bρ|
ρn

≥ C1(n, q) > 0 (2.10)

|Ec ∩Bρ|
ρn

≥ C2(n, q) > 0 (2.11)

0 < C3(n, q) ≤

´
Bρ

|DφE |
ρn−1

≤ C4(n, q) <∞ (2.12)

for constants C1, C2, C3, C4 only relevant to n, q.

Proof. Since E Caccioppoli, φE ∈ BV (Bρ0
). Denoting ν as inner unit normal w.r.t. ∂Bρ one has via (1.74)

ˆ
DφE∩Bρ

=

ˆ
Bρ

DφE +

ˆ
∂Bρ

φE ν dHn−1 for a.e. ρ < ρ0

evaluate the vector-valued measure on some constant unit vector e ∈ Sn−1 gives, for ρ s.t. (1.74) holds

0 = −
ˆ

div(e)φE∩Bρ
=

ˆ
⟨e, DφE∩Bρ

⟩ =
ˆ
Bρ

⟨e, DφE⟩+
ˆ
∂Bρ

φE ν · edHn−1

Hence for any e ∈ Sn−1 projection is less than the Hausdorff measure∣∣∣∣∣
ˆ
Bρ

⟨e, DφE⟩

∣∣∣∣∣ =
∣∣∣∣∣
ˆ
∂Bρ

φE ν · edHn−1

∣∣∣∣∣ ≤
ˆ
∂Bρ

φE dHn−1 = Hn−1(E ∩ ∂Bρ) ≤ Cρn−1

taking supremum on LHS and using Riesz Representation yields∣∣∣∣∣
ˆ
Bρ

DφE

∣∣∣∣∣ ≤ Hn−1(E ∩ ∂Bρ) (2.13)

Using (2.13) and (2.9) further gives, bounding perimeter by the projection, hence the Hausdorff measure.

ˆ
Bρ

|DφE | ≤
1

q

∣∣∣∣∣
ˆ
Bρ

DφE

∣∣∣∣∣ ≤ C4ρ
n−1 for a.e. ρ < ρ0 s.t. (1.74) holds

Now using continuity from above of the measure |DφE |, we conclude the second part to (2.12) for all ρ < ρ0.
Now, using (1.73) and similar reasons as above, one has

P (E ∩Bρ) = P (E,Bρ) +Hn−1(E ∩ ∂Bρ) for a.e. ρ < ρ0

=

ˆ
Bρ

|DφE |+
ˆ
∂Bρ

φE dHn−1 ≤
(
1

q
+ 1

)ˆ
∂Bρ

φE dHn−1

Since E ∩Bρ is bounded Caccioppoli, via isoperimetric inequality (1.40) and noting P (E ∩Bρ) =
´
|DφE∩Bρ |

|E ∩Bρ|
n−1
n ≤

(
1

q
+ 1

)
C(n)

ˆ
∂Bρ

φE dHn−1 (2.14)

for some C(n) from (1.40). Notice by coarea formula, denoting g(ρ) = |E ∩Bρ|

g(R) = |E ∩BR| =
ˆ
BR

φE dx =

ˆ R

0

ˆ
∂Bρ

φE dHn−1 dρ =⇒ g′(ρ) =

ˆ
∂Bρ

φE dHn−1

Hence (2.14) writes

g(ρ)
n−1
n ≤

(
1

q
+ 1

)
C(n)g′(ρ) =⇒ ρ ≤

(
1

q
+ 1

)
C(n)n g(ρ)

1
n =⇒

 1

C(n)n
(

1
q + 1

)
n

≤ |E ∩Bρ|
ρn
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denoting C1 :=

(
1

C(n)n( 1
q+1)

)n

and using continuity from below of the measure |E ∩ Bρ| in ρ, one conclude

(2.10) for every ρ < ρ0. Note for Ec, DφEc = −DφE due to for any g ∈ C1
0 (Rn;Rn)ˆ

⟨g, DφEc⟩ = −
ˆ
φEc div(g) dx = −

ˆ
(1− φE) div(g) dx =

ˆ
φE div(g) dx = −

ˆ
⟨g, DφE⟩

whence |DφE | = |DφEc | and the above same argument runs with C2 = C1, resulting in (2.11). To see first part
to (2.12), notice from (2.10) and (2.11), one has

C1ρ
n ≤ min{|E ∩Bρ|, |Ec ∩Bρ|} =⇒ C

n−1
n

1 ρn−1 ≤ min{|E ∩Bρ|, |Ec ∩Bρ|}
n−1
n

Hence applying Poincaré inequality (1.41) one has, for some C̃(n) > 0

C
n−1
n

1 ρn−1 ≤ C̃(n)

ˆ
Bρ

|DφE | =⇒ 0 <
C

n−1
n

1

C̃(n)
≤ 1

ρn−1

ˆ
Bρ

|DφE |

define C3 :=
C

n−1
n

1

C̃(n)
yields the first part of (2.12).

2.1.2 Blow-up Limit

One define the tangent plane and half spaces for given z ∈ ∂∗E (hence ν(z) is well-defined and |ν(z)| = 1)

• Tanget Hyperplane to ∂∗E at z is T (z) := {x ∈ Rn | ⟨ν(z), x− z⟩ = 0}

• Half spaces to ∂∗E at z on the same and opposite side with ν(z) are respectively

T+(z) := {x ∈ Rn | ⟨ν(z), x− z⟩ > 0}
T−(z) := {x ∈ Rn | ⟨ν(z), x− z⟩ < 0}

One may now show that the blowup limit of a point in reduced boundary actually converges to the half space
on the same side as the outer normal. For simplicity, via translation and rotation, one assume 0 ∈ ∂∗E, and
the inner normal ν(0) is parallel to the x1-axis that points towards −∞. One wish to obtain the limit T+(0).
But before the proof, one needs a De La Vallée Poussin Theorem to guarantee convergence in LHS of (2.17)
given the L1

loc convergence.

Lemma 2.1.3 (De La Vallée Poussin Theorem). Given Ej sequence of Caccioppoli Sets in Rn. Suppose
φEj

→ φE in L1
loc(Rn) and that

´
Rn |DφEj

| ≤ M < ∞ the total variation is uniformly bounded. Then up to a
subsequence, the convergence holds in vague topologyˆ

g ·DφEj →
ˆ
g ·DφE ∀ g ∈ C1

0 (Rn)

and for a.e. ρ

lim
j→∞

ˆ
Bρ

DφEj
=

ˆ
Bρ

DφE (2.15)

Theorem 2.1.2 (Blow-up Limit of Reduced Boundary). E ⊂ Rn Caccioppoli. 0 ∈ ∂∗E with ν(0) = (−1, 0, · · · , 0).
For any t > 0, define the set for blowup

Et := {x ∈ Rn | t x ∈ E} (2.16)

Then there exists a subsequence tj → 0+ s.t. Ej := Etj → T+ := T+(0) in L1
loc(Rn) sense. Moreover, for every

open set A ⊂ Rn s.t. Hn−1(∂A ∩ T (0)) = 0 one has convergence in perimeter

lim
tj→0

ˆ
A

|DφEj
| =

ˆ
A

|DφT+ | = Hn−1(T (0) ∩A) (2.17)

Proof. One wish to extract a convergent subsequence using compactness argument. First note in our setting,
the targeting limit is T+ = {x ∈ Rn | x1 < 0}. Fix ρ > 0. Now by change of variables, for any g ∈ C1

0 (Bρ;Rn),
write g̃(x) := g(x/t)ˆ

Bρ

⟨g, DφEt
⟩ = −

ˆ
Bρ

div(g(x))φEt
(x) dx = −

ˆ
Bρ

div(g̃(tx))φE(tx) dx

= −
ˆ
Bρ

tdiv(g̃)(tx)φE(tx) dx = − 1

tn−1

ˆ
Btρ

div(g̃)(y)φE(y) dy

=
1

tn−1

ˆ
Btρ

⟨g̃, DφE⟩ =⇒
ˆ
Bρ

DφEt
=

1

tn−1

ˆ
Btρ

DφE (2.18)
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And by considering total variation, one has

ˆ
Bρ

|DφEt | =
1

tn−1

ˆ
Btρ

|DφE | (2.19)

With tools (2.18) and (2.19), one proceeds in two directions. First, making use of 0 ∈ ∂∗E, in particular (2.4)

lim
t→0

1´
Bρ

|DφEt
|


´
Bρ
D1φEt´

Bρ
D2φEt

...´
Bρ
DnφEt

 = lim
t→0

´
Bρ
DφEt´

Bρ
|DφEt

|
= lim

t→0

´
Btρ

DφE´
Btρ

|DφE |
= ν(0) =


−1
0
...
0

 (2.20)

Second, one make an immediate observation that for each ρ > 0, {φEt
}t ⊂ BV (Bρ) because E is Caccioppoli,

and for each t, Btρ is bounded, hence φE ∈ BV (Btρ) and RHS of (2.19) is bounded. An immediate consequence
is that Et are Caccioppoli Set for any t. Again, since 0 ∈ ∂∗E, one has uniform density estimate. Applying
second part of (2.12), together with (2.19) yields

lim sup
t→0

ˆ
Bρ

|DφEt
| = lim sup

t→0

1

tn−1

ˆ
Btρ

|DφE | ≤ C <∞ (2.21)

Hence the sequence of functions {φEt} is uniformly bounded in BV (Bρ) norm for each ρ > 0. Thus by
compactness theorem 1.1.4, there exists a subsequence {φEj} where Ej := Etj s.t. φEj → f in L1

loc(Rn) (by
unique limit on each ball Bρ) and that f ∈ BV (Rn). Since f is L1 limit of characteristic functions, f = φC

for some Borel set C ⊂ Rn. Since φC ∈ BV (Rn), indeed C is Caccioppoli. Moreover, by De La Vallée Poussin
Theorem (2.15), for a.e. ρ s.t.

´
∂Bρ

|DφC | = 0, one has approximation in vector-valued radon measure

lim
tj→0

ˆ
Bρ

DφEj
=

ˆ
Bρ

DφC (2.22)

hence combining with (2.20) gives, for the x1 direction

lim
tj→0

ˆ
Bρ

|DφEj | = − lim
tj→0

ˆ
Bρ

D1φEj = −
ˆ
Bρ

D1φC

Now since φEj → φC in L1
loc(Rn), by semicontinuity 1.1.1

ˆ
Bρ

|DφC | ≤ lim
tj→0

ˆ
Bρ

|DφEj
| = −

ˆ
Bρ

D1φC (2.23)

but since any other
´
Bρ
DiφC = 0 for i ≥ 2 as in (2.20), the equality in (2.23) holds. Now by Lebesgue-

Besicovitch Differentiation 2.1.2

D1φC =

(
lim
t→0

´
Bρ
D1φC´

Bρ
|DφC |

)
|DφC | = −|DφC | on all Borel sets

DφC =

(
lim
t→0

´
Bρ
DφC´

Bρ
|DφC |

)
|DφC | =


−1
0
...
0

 |DφC | on all Borel sets

Hence DiφC = 0 as Borel measure for i ≥ 2. Therefore φC depends only on x1 and D1φC < 0 implies φC is
non-increasing in x1. Thus C = {x ∈ Rn | x1 < λ} a.e. for some λ ∈ R. One wish to determine λ. Suppose
λ < 0, then we may construct ball B|λ| around 0 that does not intersect C, so using φEj

→ φC in L1
loc(Rn)

0 = |C ∩B|λ|| =
ˆ
B|λ|

φC(x) dx = lim
tj→0

ˆ
B|λ|

φEj
(x) dx

= lim
tj→0

1

tnj

ˆ
B|λ|

φE(tjx) d(tjx) = lim
tj→0

1

tnj

ˆ
B|λ|tj

φE(y) dy

= lim
tj→0

|E ∩B|λ|tj |
tnj

≥ C1 > 0
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for some C1 from (2.10), contradicting our assumption. If λ > 0, use

0 = |Cc ∩B|λ|| =
ˆ
B|λ|

φCc(x) dx = lim
tj→0

ˆ
B|λ|

φEc
j
(x) dx

= lim
tj→0

1

tnj

ˆ
B|λ|tj

φEc(y) dy = lim
tj→0

|Ec ∩B|λ|tj |
tnj

≥ C2 > 0

for some C2 from (2.11). Hence λ = 0, and so C = T+ = {x ∈ Rn | x1 < 0} a.e. It remains to show for any
open set A ⊂ Rn s.t. Hn−1(∂A ∩ T (0)) = 0, (2.17) holds. First note that, since T+ has smooth boundary, one
use remark 1.1.1 so that |DφT+ | = Hn−1⌞∂T+ = Hn−1⌞T (0) as Borel measures. So if Hn−1(∂A∩T (0)) = 0 for
some A open, in fact

´
∂A

|DφT+ | = 0. But this is condition for (1.8) where the equality in semicontinuity holds
in subdomains. Hence apply (1.8), one directly arrives at (2.17).

Corollary 2.1.1 (Density Estimates on single side of Tangent Plane to Reduced Boundary). Let E ⊂ Rn

Caccioppoli, and 0 ∈ ∂∗E with ν(0) = (−1, 0, · · · , 0). Then the volumne density on single side vanishes

lim
ρ→0

1

ρn
|E ∩Bρ ∩ T−| = 0 (2.24)

lim
ρ→0

1

ρn
|(Bρ \ E) ∩ T+| = 0 (2.25)

and for any ρ, ε > 0, denoting

Sρ, ε := Bρ ∩ {x ∈ Rn | |⟨ν(0), x⟩| < ερ} = Bρ ∩ {x ∈ Rn | |x1| < ερ}

the perimeter density takes up constant portion for any ε > 0

lim
ρ→0

1

ρn−1

ˆ
Sρ, ε

|DφE | = ωn−1 (2.26)

where ωn−1 is volumne of n− 1-dim unit ball.

Proof. Under definition (2.16), T+
ρ = T+ and T−

ρ = T− for any ρ > 0. By change of variables as in (2.18)

1

ρn
|E ∩Bρ ∩ T−| = 1

ρn

ˆ
Bρ

φE(x)φT−(x) dx =

ˆ
B1

φE(ρy)φT−(ρy) dy

=

ˆ
B1

φEρ(y)φT−
ρ
(y) dy = |Eρ ∩B1 ∩ T−|

1

ρn
|(Bρ \ E) ∩ T+| = 1

ρn

ˆ
Bρ

φEc(x)φT+(x) dx =

ˆ
B1

φEc(ρy)φT+(ρy) dy

=

ˆ
B1

φEc
ρ
(y)φT+

ρ
(y) dy = |(B1 \ Eρ) ∩ T+|

But from Theorem 2.1.2, Eρ → T+ in L1
loc(Rn) up to a subsequence, hence

lim
ρ→0

1

ρn
|E ∩Bρ ∩ T−| = lim

ρ→0
|Eρ ∩B1 ∩ T−| = |T+ ∩B1 ∩ T−| = 0

lim
ρ→0

1

ρn
|(Bρ \ E) ∩ T+| = lim

ρ→0
|(B1 \ Eρ) ∩ T+| = |(B1 \ T+) ∩ T+| = 0

so (2.24) and (2.25) hold. Moreover, by the exact same procedure with Sρ, ε in place of Bρ and S1,ε in place of
B1 as in (2.18), one has

1

ρn−1

ˆ
Sρ, ε

|DφE | =
ˆ
S1, ε

|DφEρ
|

and since S1,ε is open set with Hn−1(∂S1, ε ∩ T ) = 0, apply (2.17) to conclude (2.26)

lim
ρ→0

1

ρn−1

ˆ
Sρ, ε

|DφE | = lim
ρ→0

ˆ
S1, ε

|DφEρ
| = Hn−1(T ∩ S1, ε) = ωn−1

The above Corollary 2.1.1 says for small enough balls Bρ(x), most of E ∩Bρ(x) lies in T
+, the same side w.r.t.

inner normal ν; while most of Bρ(x) \E lies in T−, the outside. For small enough balls, the hyperplane T splits
Bρ into 2 parts which nearly corresponds to inner part E and outside part Rn \ E.
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2.2 Regularity of Reduced Boundary

2.2.1 Characterisation of |DφE| using ∂E∗

The purpose of this section is to argue that for E ⊂ Rn Caccioppoli

• ∂∗E is countable union of C1 hypersurfaces up to set of |DφE |-measure zero.

•
´
Ω
|DφE | = Hn−1(∂

∗E ∩ Ω) so |DφE | = Hn−1⌞∂∗E as Radon measures.

• ∂∗E is dense in ∂E.

One shall first recall the precise definition for Hausdorff measure.

Definition 2.2.1. Let A ⊂ Rn, 0 ≤ k < ∞ and 0 < δ ≤ ∞. We define the k-dim Hausdorff outer measure at
step δ

Hδ
k(A) :=

ωk

2k
inf


∞∑
j=1

diam(Sj)
k | A ⊂

∞⋃
j=1

Sj , diam(Sj) < δ ∀ j

 (2.27)

and consequently define
Hk(A) := lim

δ→0
Hδ

k(A) = sup
0<δ≤∞

Hδ
k(A)

as k-dim Hausdorff measure. Here ωk := Γ( 12 )
k/Γ(k2 + 1) for k ≥ 0 is measure of unit ball in Rk.

Lemma 2.2.1 (Ratio Estimate). E ⊂ Rn Caccioppoli. B ⊂ ∂∗E. Then

Hn−1(B) ≤ 2 · 3n−1

ˆ
B

|DφE | (2.28)

Proof. Since |DφE | is Radon measure on Rn, it can be approximated from the outside by open sets. Given B,
for any η > 0, there exists A open s.t. B ⊂ A and

ˆ
A

|DφE | ≤
ˆ
B

|DφE |+ η (2.29)

Moreover, for any ε > 0, apply (2.26) to arbitrary x ∈ B, there exists 0 < ρ(x) < ε s.t. using openness of A

Bρ(x)(x) ⊂ A and

ˆ
Bρ(x)(x)

|DφE | ≥
1

2
ρ(x)n−1ωn−1 (2.30)

One think about covering B using balls {Bρ(x)(x)} via lemma 1.2.3. So there exists {xi} ⊂ B s.t.

B ⊂
∞⋃
i=1

B3ρ(xi)(xi) and Bρ(xi)(xi) ∩Bρ(xj)(xj) = ∅ for i ̸= j

and (2.30) holds for each xi. Hence one may bound, using Bρ(xi)(xi) ⊂ A and disjoint, and then (2.29)

∞∑
i=1

(3ρ(xi))
n−1 ≤

∞∑
i=1

3n−1 2

ωn−1

ˆ
Bρ(xi)

(xi)

|DφE | ≤
2 · 3n−1

ωn−1

ˆ
A

|DφE |

≤ 2 · 3n−1

ωn−1

(ˆ
B

|DφE |+ η

)
Hence recalling (2.27), since B ⊂

⋃∞
i=1B3ρ(xi)(xi) with ρ(xi) < ε universal bound in i

Hε
n−1(B) ≤ ωn−1

2n−1
inf

{ ∞∑
i=1

(2 · 3ρ(xi))n−1 | ρ(xj) < ε∀ j

}
≤ 2 · 3n−1

(ˆ
B

|DφE |+ η

)
take supremum in ε on LHS to obtain Hn−1(B). Take η → 0 to conclude (2.28).

One shall be precise of our notion of C1 hypersurface.

Definition 2.2.2. Let Γn−1 be collection of H ⊂ Rn s.t. there exists A open containing H and a C1 function
f : A→ R s.t.

f(x) = 0 and Df(x) ̸= 0 ∀ x ∈ H

One needs a criterion to determine sets of Γn−1.
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• Recall Whitney Extension Theorem

Lemma 2.2.2. Let C ⊂ Rn closed and f : C → R, ν : C → Rn be continuous. If for each compact K ⊂ C

sup

{
|f(y)− f(x)− ν(x) · (y − x)|

|x− y|
| 0 < |x− y| ≤ δ, x, y ∈ K

}
→ 0 as δ → 0

Then there exists a global C1 function f : Rn → R s.t. f = f and Df = ν on C.

• One hence obtain criterion

Lemma 2.2.3. Let C ⊂ Rn compact. If there exists ν : C → Rn continuous s.t. ν ̸= 0 and

lim
|x−y|→0

⟨ν(x), x− y⟩
|x− y|

= 0 uniformly for x, y ∈ C (2.31)

Then C ∈ Γn−1.

Proof. Apply Whitney Extension Theorem with C compact and function = 0. Then there exists C1

function f : Rn → R s.t. f = 0 and Df = ν on C. Since ν ̸= 0, conclude C ∈ Γn−1.

Before we prove the main theorem for this section, one needs 2 lemmas to reduce our problem

Lemma 2.2.4 (Egoroff Theorem). Let µ be measure on Rn and fk, f : Rn → Rm µ-measurable. Let A ⊂ Rn

µ-measurable with µ(A) < ∞ and fk → f µ-a.e. on A. Then for any ε > 0, there exists B ⊂ A µ-measurable
s.t. µ(A \B) < ε and fk → f uniformly on B.

Lemma 2.2.5 (Lusin Theorem). Let µ be Borel regular measure on Rn and f : Rn → Rm µ-measurable. Let
A ⊂ Rn µ-measurable and µ(A) < ∞. Then for any ε > 0, there exists K ⊂ A compact s.t. µ(A \K) < ε and
f |K is continuous.

Theorem 2.2.1 (Structure Theorem for Caccioppoli Set). If E ⊂ Rn is Caccioppoli, then

•

∂∗E =

∞⋃
i=1

Ci ∪N (2.32)

where N is |DφE |-measure zero and Ci ∈ Γn−1 compact for all i.

• For each Borel set B ⊂ ∂∗E, ˆ
B

|DφE | = Hn−1(B) (2.33)

and moreover, for every open set Ω ⊂ Rn

P (E,Ω) =

ˆ
Ω

|DφE | = Hn−1(∂
∗E ∩ Ω) = Hn−1⌞∂

∗E(Ω) (2.34)

ˆ
Ω

DφE =

ˆ
∂∗E∩Ω

ν(x) dHn−1 = ν(x)Hn−1⌞∂
∗E(Ω) (2.35)

• Reduced Boundary is dense in ∂E

∂∗E = ∂E (2.36)

Proof. Given E Caccioppoli

• 1. Since E is not necessarily bounded (in particular, |DφE |(∂∗E) isn’t necessarily finite), one make use of
σ-finite of |DφE | to partition Rn =

⋃∞
i=1 Ωi into open bounded disjoint domains so |DφE |(Ωi) <∞.

Then ∂∗E =
⋃∞

i=1(∂
∗E ∩ Ωi). If (2.32) is proved for all bounded Caccioppoli sets, then ∂∗E ∩ Ωi =⋃

j Ci,j∪Ni so ∂
∗E =

⋃
i

⋃
j Ci,j∪Ni is still countable union with |DφE |(

⋃
iNi) ≤

∑
i |DφE |(Ni) = 0.

Hence it suffices to prove (2.32) for bounded Caccioppoli Sets.

2. Given E bounded Caccioppoli, ∂∗E is bounded so |DφE |(∂∗E) <∞. Let |DφE | be our finite measure
on the space ∂∗E, and denote for any x ∈ ∂∗E, the limits (2.24) and (2.25)

lim
ρ→0

1

ρn
|E ∩Bρ(x) ∩ T−(x)| = 0 lim

ρ→0

1

ρn
|(Bρ(x) \ E) ∩ T+(x)| = 0 (2.37)
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as our pointwise limiting function sequences. Then Egoroff theorem applies, saying for any i > 0,
there exists Fi ⊂ ∂∗E that is |DφE |-measurable s.t.

|DφE |(∂∗E \ Fi) <
1

2i
(2.38)

and (2.37) holds uniformly on Fi. Now to apply Lusin theorem, first notice one has ν(x) =

lim
ρ→0

´
Bρ(x)

DφE´
Bρ(x)

|DφE | defined on ∂∗E as in (2.4). As Radon measure, |DφE | is Borel-regular, and with

|DφE |(Fi) <∞, Lusin’s theorem says there exists Ci ⊂ Fi compact s.t.

|DφE |(Fi \ Ci) <
1

2i
(2.39)

and ν|Ci
is continuous. Thus ∂∗E = (∂∗E \ (

⋃
i Ci)) ∪

⋃
i Ci where

|DφE |(∂∗E \ (
⋃
i

Ci)) = lim
i→∞

µ(∂∗E \ Ci) = 0

so N = ∂∗E \ (
⋃

i Ci) is our |DφE |-measure zero set. It suffices to show Ci ∈ Γn−1.

3. Fix any such Ci. By Egoroff, convergence (2.37) happens on Ci uniformly, so for any ε ∈ (0, 1), there
exists σ ∈ (0, 1) s.t. for any ρ < 2σ

|E ∩Bρ(z) ∩ T−(z)| < ρn(
1

4
ωn2

−n)εn uniformly on z ∈ Ci (2.40)

|E ∩Bρ(z) ∩ T+(z)| = |Bρ(z) ∩ T+(z)| − |(Bρ(z) \ E) ∩ T+(z)| = ρnωn
1

2
− |(Bρ(z) \ E) ∩ T+(z)|

> ρnωn
1

2
− ρn(

1

4
ωn2

−n)εn =
ωnρ

n

2
(1− εn

2n+1
) uniformly on z ∈ Ci

(2.41)

Using (2.40) and (2.41), we wish to show for any ε ∈ (0, 1), there exists σ > 0 s.t. |⟨ν(x),x−y⟩|
|x−y| < ε

uniformly for any x, y ∈ Ci s.t. |x− y| < σ. Since Ci are compact, ν is continuous on Ci by Lusin,
and by definition for reduced boundary (2.5) that |ν(x)| = 1 ̸= 0, applying lemma 2.2.3 concludes
that Ci ∈ Γn−1.

4. To show uniform convergence, first suppose there exists some ε ∈ (0, 1) s.t. for any σ ∈ (0, 1), there
exists x, y ∈ Ci s.t. |x − y| < σ yet ⟨ν(x), y − x⟩ < −ε|x − y|. By definition of T−(x), this implies
y ∈ T−(x) for such x, y. And indeed, for any |z − y| < ε|x− y|, one has

⟨ν(x), z − x⟩ = ⟨ν(x), z − y⟩+ ⟨ν(x), y − x⟩ ≤ |z − y| − ε|x− y| < 0

hence z ∈ T−(x). Thus Bε|x−y|(y) ⊂ T−(x). Moreover, that |z − y| < ε|x− y| implies

|x− z| ≤ |x− y|+ |y − z| < |x− y|+ ε|x− y| < 2|x− y|

so Bε|x−y|(y) ⊂ B2|x−y|(x). Hence we have

Bε|x−y|(y) ⊂ T−(x) ∩B2|x−y|(x) =⇒ |Bε|x−y|(y)| ≤ |T−(x) ∩B2|x−y|(x)| (2.42)

Now, since we require |x− y| < σ, choose ρ = 2|x− y| < 2σ, one may apply (2.40) with z = x

|E ∩B2|x−y|(x) ∩ T−(x)| < ωnε
n

4
|x− y|n (2.43)

and then use (2.41) with ρ = ε|x− y| < σ and z = y

|E ∩Bε|x−y|(y)| ≥ |E ∩Bε|x−y|(y) ∩ T+(y)| > ωnε
n|x− y|n

2
(1− εn

2n+1
) >

ωnε
n

4
|x− y|n (2.44)

But now (2.43) and (2.44) together yields

|E ∩B2|x−y|(x) ∩ T−(x)| < |E ∩Bε|x−y|(y)| =⇒ |B2|x−y|(x) ∩ T−(x)| < |Bε|x−y|(y)|

contradicting the inclusion (2.42). Hence our assumption for existence of ε fails if we require that
⟨ν(x), y − x⟩ < −ε|x− y|.
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5. Then, we suppose certain ε ∈ (0, 1) exists and for any σ ∈ (0, 1), there exists x, y ∈ Ci s.t. |x−y| < σ
yet ⟨ν(x), y−x⟩ > ε|x− y|. One derive the similar inequalities for (2.40) and (2.41) but on Bρ(z)\E

|(Bρ(z) \ E) ∩ T+(z)| < ρn(
1

4
ωn2

−n)εn uniformly on z ∈ Ci (2.45)

|(Bρ(z) \ E) ∩ T−(z)| = |Bρ(z) ∩ T−(z)| − |Bρ(z) ∩ E ∩ T−(z)| = ρnωn
1

2
− |Bρ(z) ∩ E ∩ T−(z)|

> ρnωn
1

2
− ρn(

1

4
ωn2

−n)εn =
ωnρ

n

2
(1− εn

2n+1
) uniformly on z ∈ Ci

(2.46)

By definition of T+(x), y ∈ T+(x), and indeed for any |z − y| < ε|x− y|

⟨ν(x), z − x⟩ = ⟨ν(x), z − y⟩+ ⟨ν(x), y − x⟩ > −ε|x− y|+ ε|x− y| > 0

hence z ∈ T+(x). Thus Bε|x−y|(y) ⊂ T+(x). Moreover, that |z − y| < ε|x− y| implies Bε|x−y|(y) ⊂
B2|x−y|(x). Hence we have

Bε|x−y|(y) ⊂ T+(x) ∩B2|x−y|(x) =⇒ |Bε|x−y|(y)| ≤ |T+(x) ∩B2|x−y|(x)| (2.47)

Apply (2.45) with z = x and ρ = 2|x− y| < 2σ yields

|(B2|x−y|(x) \ E) ∩ T+(x)| < ωnε
n

4
|x− y|n (2.48)

Then use (2.46) with z = y and ρ = ε|x− y| < σ

|Bε|x−y|(y) \ E| ≥ |(Bε|x−y|(y) \ E) ∩ T−(y)| > ωnε
n

4
|x− y|n (2.49)

together (2.48) and (2.49) yields

|T+(x) ∩B2|x−y|(x)| < |Bε|x−y|(y)|

and we have contradiction.

6. We conclude that ⟨ν(x), x−y⟩
|x−y| converges to 0 uniformly for x, y ∈ Ci for any i. Hence by lemma 2.2.3,

Ci ∈ Γn−1 for any i. Thus we’ve proved (2.32).

• 1. For any B ⊂ ∂∗E, B = (B ∩ (
⋃

i Ci)) ∪ (B \
⋃

i Ci), but by continuity from above and the Ratio
Estimate (2.28)

Hn−1(B \
⋃
i

Ci) = lim
i→∞

Hn−1(B ∩ Cc
i ) ≤ lim

i→∞
2 · 3n−1

ˆ
B\Ci

|DφE | ≤ 2 · 3n−1 lim
i→∞

1

i
= 0

where (2.38) and (2.39) gives

ˆ
B\Ci

|DφE | ≤
ˆ
∂∗E\Ci

|DφE | ≤
ˆ
∂∗E\Fi

|DφE |+
ˆ
Fi\Ci

|DφE | <
1

i

Hence Hn−1(B) = Hn−1(
⋃

i(B ∩ Ci)). One may write

⋃
i

(B ∩ Ci) = (B ∩ C1) ∪
∞⋃
i=1

(B ∩ Ci+1) \ (B ∩ Ci) into disjoint union

Since subsets of Ci ∈ Γn−1 still belong to Γn−1, it suffices to prove (2.33) for B ∈ Γn−1.

2. Given B ∈ Γn−1, there exists open set A ⊃ B and f : A→ R that is C1 s.t.

f(x) = 0 and Df(x) ̸= 0 ∀x ∈ B

Since f is C1, up to taking subset, one may assume Df(x) ̸= 0 on the open set A. Now 0 ∈ R is a
regular value for the map f : A→ R, so taking its preimage

V := {x ∈ A | f(x) = 0}

one has from preimage theorem that V is C1 regular hypersurface of dimension n− 1.
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3. From Hausdorff measure properties, Hn−1⌞V has density for any x ∈ B

lim
ρ→0

Hn−1⌞V (Bρ(x))

ρn−1
= ωn−1 for any x ∈ B

and because x ∈ B ⊂ ∂∗E, taking ε = 1 in density estimates for |DφE | in (2.26) gives

lim
ρ→0

´
Bρ(x)

|DφE |
ρn−1

= ωn−1 for any x ∈ B

hence lim
ρ→0

Hn−1⌞V (Bρ(x))´
Bρ(x)

|DφE | = 1 for any x ∈ B. Now by Lebesgue-Besicovitch differentiation 2.1.2 and

Ratio estimate (2.28) implying Hn−1 ≪ |DφE | on ∂∗E, and that B ⊂ V

Hn−1(B) = Hn−1⌞V (B) = lim
ρ→0

Hn−1⌞V (Bρ(x))´
Bρ(x)

|DφE |
·
ˆ
B

|DφE | =
ˆ
B

|DφE | ∀ B ⊂ ∂∗E Borel

concluding (2.33).

4. From (2.33), take B = ∂∗E ∩ Ω for any Ω ⊂ Rn open gives

Hn−1⌞∂
∗E(Ω) = Hn−1(∂

∗E ∩ Ω) =

ˆ
∂∗E∩Ω

|DφE |

But according to Lebesgue-Besicovitch differentiation 2.1.2, in particular, remark 2.1.1, one has
|DφE |(∂E \ ∂∗E) = 0. Hence the above writes, upon using supp(DφE) ⊂ ∂E

Hn−1⌞∂
∗E(Ω) =

ˆ
∂E∩Ω

|DφE | =
ˆ
Ω

|DφE | = P (E,Ω)

concluding (2.34). (2.35) follows immediately from (2.7).

• To show density, one show that for any A open set intersecting ∂E, it must also intersect ∂∗E. In other
words, if A open not does intersect ∂∗E, by (2.34)

0 = Hn−1(∂
∗E ∩A) =

ˆ
A

|DφE |

but since A is open, ∂E is closed, they do not intersect. Hence ∂∗E = ∂E.

2.2.2 Lipschitz Regularity of Reduced Boundary

Let α = (α1, · · · , αn) ∈ Rn where |α| = (
∑n

i=1 α
2
i )

1
2 = 1 is unit vector. Denote Dα =

∑n
i=1 αiDi.

Lemma 2.2.6 (Moving Ball Integration). Let E Caccioppoli set in Ω (i.e., E ⊂⊂ Ω or E ⊂ Ω and part of ∂E
agree with ∂Ω) with Ω ⊂ Rn open. Fix unit vector α. Let z ∈ Ω, ρ > 0, and τ > 0 s.t. for any 0 < t < τ ,
Bρ(z + tα) ⊂⊂ Ω. Then

|E ∩Bρ(z + τα)| − |E ∩Bρ(z)| =
ˆ τ

0

ˆ
Bρ(z+tα)

DαφE dt (2.50)

Proof. One choose gk ⊂ C∞
0 (Ω) s.t. 0 ≤ gk ≤ 1, gk = 1 on Bρ− 1

k
(z) and supp(gk) ⊂ Bρ(z). Hence gk → φBρ(z)

in L1. Moreover, for Bρ(z + τα) ⊂ Ω, one has gk(x− τα) → φBρ(z)(x− τα) = φBρ(z+τα)(x) in L
1, so

|E ∩Bρ(z + τα)| =
ˆ
E

φBρ(z+τα) dx = lim
k→∞

ˆ
E

gk(x− τα) dx, |E ∩Bρ(z)| = lim
k→∞

ˆ
E

gk(x) dx

But due to gk ∈ C∞
0 (Ω) and that supp(gk(x− tα)) ⊂ Bρ(z + tα) ⊂⊂ Ω for any 0 < t < τ

ˆ
E

gk(x− τα)− gk(x) dx = −
ˆ
E

ˆ τ

0

α · ∇gk(x− tα) dt dx = −
ˆ
Ω

ˆ τ

0

φE α · ∇gk(x− tα) dt dx

= −
ˆ τ

0

ˆ
Ω

φE α · ∇gk(x− tα) dx dt =

ˆ τ

0

ˆ
Ω

gk(x− tα)α ·DφE dt

Now take limit on both sides to arrive at

|E ∩Bρ(z + τα)| − |E ∩Bρ(z)| =
ˆ τ

0

ˆ
Ω

φBρ(z+tα)(x)DαφE dt =

ˆ τ

0

ˆ
Bρ(z+tα)

DαφE dt
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Figure 2.1: Moving Ball Integration measure increase Lemma 2.2.6

Lemma 2.2.7 (Boundary points Can’t Escape E along α with uniformly positive normal projection). Let E
Caccioppoli set in Ω with Ω ⊂ Rn open. Suppose there exists α ∈ Rn unit vector and a lower bound p > 0 s.t.

ν(x) · α = lim
ρ→0

´
Bρ(x)

DαφE´
Bρ(x)

|DφE |
≥ p > 0 (2.51)

for |DφE |-a.e. x ∈ Ω (notice ν(x) exists |DφE |-a.e. x due to (2.6)). Let z ∈ ∂E ∩ Ω.

• For any k > 0 s.t. the line segment [z, z + kα] ⊂ Ω, then z + kα ∈ E̊, i.e interior of E.

• For any k < 0 s.t. the line segment [z + kα, z] ⊂ Ω, then z + kα ∈ (Ω \ E)◦, i.e. interior of Ω \ E.

Figure 2.2: 4 illustrations for Lemma 2.2.7

Proof. One starts with showing for k > 0.

• First assume for contradiction that there exists z ∈ ∂E ∩ Ω and k > 0 s.t. the line segment z + τα ∈ Ω
for any 0 < τ ≤ k, yet z + kα does not lie in E̊. We wish to argue hence [z, z + kα] ⊂ ∂E.

1. Suppose there exists 0 < τ ≤ k s.t. z+τα ∈ Ω\E. Then one may choose ρ > 0 s.t. Bρ(z+τα) ⊂ Ω\E.
Using (2.51) and (2.50) one obtain

0 ≤
ˆ τ

0

ˆ
Bρ(z+tα)

DαφE dt = |E ∩Bρ(z + τα)| − |E ∩Bρ(z)| = −|E ∩Bρ(z)|

Notice we’re using E under Lemma 2.1.1 with the same topological boundary and measure theoretic
boundary, in particular, (2.1). So for z ∈ ∂E

0 ≤ −|E ∩Bρ(z)| < 0

and we have a contradiction. Thus [z, z + kα] ⊂ E.
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2. Notice we’re assuming z + kα /∈ E̊. Hence z + kα ∈ ∂E. Now suppose there exists 0 < τ ≤ k s.t.
z + τα ∈ E̊. One may choose ρ > 0 s.t. Bρ(z + τα) ⊂ E̊. This implies |Bρ(z + τα) ∩ E| = ωnρ

n.
Now using again (2.51) with (2.50)

0 ≤
ˆ k

τ

ˆ
Bρ(z+tα)

DαφE dt = |E ∩Bρ(z + kα)| − |E ∩Bρ(z + τα)| = |E ∩Bρ(z + kα)| − ωnρ
n

Again notice under Lemma 2.1.1 with (2.1). So for z + kα ∈ ∂E

0 ≤ |E ∩Bρ(z + kα)| − ωnρ
n < ωnρ

n − ωnρ
n = 0

and we have a contradiction. Thus [z, z + kα] ⊂ ∂E.

• We wish to further argue [z, z+ kα] ⊂ ∂E leads to contradiction with the strict positivity in (2.51). Note
we assume at first [z, z+kα] ⊂ Ω, hence [z, z+kα] ⊂ ∂E∩Ω. We may choose ρ0 so that for any 0 < ρ ≤ ρ0
and 0 ≤ t ≤ k, one has Bρ(z + tα) ⊂ Ω. Then using (2.7) DφE = ν|DφE | agree Borel-a.e.

ˆ
Bρ(z+tα)

DαφE =

ˆ
Bρ(z+tα)

α ·DφE =

ˆ
Bρ(z+tα)

α · ν|DφE |

=

ˆ
Bρ(z+tα)

lim
ρ→0

´
Bρ(z+tα)

DαφE´
Bρ(z+tα)

|DφE |
|DφE | ≥ p

ˆ
Bρ(z+tα)

|DφE |

Now notice (2.51) satisfies assumption for Uniform Density Estimate (2.9), one may apply (2.12)

ˆ
Bρ(z+tα)

|DφE | ≥ Cρn−1

for some constant C > 0. Hence for any 0 < ρ ≤ ρ0 and for any 0 ≤ t ≤ k

ˆ
Bρ(z+tα)

DαφE ≥ Cpρn−1

Thus apply (2.50)

|E ∩Bρ(z + kα)| − |E ∩Bρ(z)| =
ˆ k

0

ˆ
Bρ(z+tα)

DαφE dt ≥ Ckp ρn−1

Yet again by Lemma 2.1.1, since both z, z + kα ∈ ∂E

|E ∩Bρ(z + kα)|+ |E ∩Bρ(z)| ≤ 2ωnρ
n

from which we may conclude for any 0 < ρ ≤ ρ0

2ωnρ
n ≥ Ckp ρn−1 =⇒ ρ ≥ Ckp

2ωn
> 0

But RHS is independent of ρ so we take ρ→ 0 on LHS and reach a contradiction.

For k < 0, redefine α̃ := −α and use (2.51) with strictly negative inequality. The same argument applies.

Now we wish to show if ν(x) does not vary too much, then set E has Lipschitz continuous boundary. Upon
rotating we consider ν varying not much and pointing upwards in xn-axis direction.

Theorem 2.2.2 (Lipschitz Regularity for ∂E). Ω ⊂ Rn open, convex and E Caccioppoli in Ω. Suppose there

exists constant 1 ≥ q >
√
2
2 s.t.

νn(x) = lim
ρ→0

´
Bρ(x)

DnφE´
Bρ(x)

|DφE |
≥ q >

√
2

2
(2.52)

for |DφE |-a.e. x ∈ Ω. Then there exists an open set A ⊂ Rn−1 and a function f : A→ R s.t.

∂E ∩ Ω = {(y, t) ∈ A× R | f(y) = t} (2.53)

and for any y, y′ ∈ A

|f(y)− f(y′)| ≤
√
1− q2

q
|y − y′| (2.54)
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Proof. Consider any unit vector α with αn > 0. Then using (2.52)

DαφE = αnDnφE +

n−1∑
i=1

αiDiφE ≥ αnDnφE −

(
n−1∑
i

α2
i

) 1
2
(

n−1∑
i

(DiφE)
2

) 1
2

≥ qαn|DφE | −
√
1− α2

n

(
n−1∑
i

(DiφE)
2

) 1
2

But one may calculate

|DφE |2 =

n∑
i=1

(DiφE)
2 =

n−1∑
i=1

(DiφE)
2+(DnφE)

2 ≥
n−1∑
i=1

(DiφE)
2+q2|DφE |2 =⇒

√
1− q2|DφE | ≥

(
n−1∑
i=1

(DiφE)
2

) 1
2

Hence
DαφE ≥

(
qαn −

√
(1− α2

n)(1− q2)
)
|DφE |

One may choose αn >
√
1− q2 so that 1− α2

n < q2 and thus

DαφE >
(
q
√
1− q2 − q

√
1− q2

)
|DφE | = 0

We may apply Lemma 2.2.7 so that for any z ∈ ∂E ∩ Ω and for any α unit vector with αn >
√
1− q2 ≥ 0 we

have points in Ω of the form z + tα ∈ E̊ and points in Ω of the form z − tα ∈ (Ω \E)◦. Notice Lemma 2.2.7 is
applicable due to convexity of Ω, ensuring all line segments connecting z and z± tα lie within Ω. Now we wish
to choose in particular the α unit vector. If let αn = q, we indeed require

q >
√
1− q2 ⇐⇒ 2q2 > 1 and q > 0 ⇐⇒ q >

√
2

2

which satisfies our assumption q >
√
2
2 . Hence choosing α with αn = q so that

(∑n−1
i=1 α

2
i

) 1
2

=
√

1− q2 is

plausible. For any x ∈ Ω s.t. x = z + tα ⇐⇒ (x − z) · α = t, if t > 0, by Lemma 2.2.7 we have x ∈ E̊. But
t > 0 is equivalent to the condition that

(xn − zn)αn +

n−1∑
i=1

(xi − zi)αi > 0

Notice

(xn − zn)αn +

n−1∑
i=1

(xi − zi)αi ≥ (xn − zn)αn −

(
n−1∑
i=1

(xi − zi)
2

) 1
2
(

n−1∑
i=1

α2
i

) 1
2

Hence requiring that

(xn − zn)αn >

(
n−1∑
i=1

(xi − zi)
2

) 1
2
(

n−1∑
i=1

α2
i

) 1
2

⇐⇒ q(xn − zn) >
√

1− q2

(
n−1∑
i=1

(xi − zi)
2

) 1
2

is an overkill condition that is sufficient for x ∈ E̊. Thus the cone

Cz :=

x ∈ Ω | xn − zn >

√
1− q2

q

(
n−1∑
i=1

(xi − zi)
2

) 1
2

 ⊂ E̊

and for exact same reasoning

C ′
z :=

x ∈ Ω | xn − zn < −
√
1− q2

q

(
n−1∑
i=1

(xi − zi)
2

) 1
2

 ⊂ (Ω \ E)◦

Hence we have
∂E ∩ Ω ⊂ Ω \ (Cz ∪ C ′

z) = Ω ∩ Cc
z ∩ C ′,c

z

for any z ∈ ∂E ∩ Ω. The LHS is independent of z so one has

∂E ∩ Ω ⊂
⋂

z∈∂E∩Ω

(Ω ∩ Cc
z ∩ C ′,c

z )
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Suppose there exists (x1, · · · , xn−1, xn), (x1, · · · , xn−1, x
′
n) ∈ ∂E ∩ Ω with xn ̸= x′n, one has

|xn − x′n| ≤
√
1− q2

q

(
n−1∑
i=1

(xi − xi)
2

) 1
2

= 0

reaching contradiction. Hence each point x = (x1, · · · , xn−1, xn) ∈ ∂E ∩ Ω has unique correspondence between
(x1, · · · , xn−1) ∈ Rn−1 and xn ∈ R, i.e., this defines a function xn = f(x1, · · · , xn−1) for any x ∈ ∂E ∩ Ω.
Moreover, for any x, x′ ∈ ∂E ∩ Ω

|xn − x′n| = |f(x1, · · · , xn−1)− f(x′1, · · · , x′n−1)| ≤
√
1− q2

q

(
n−1∑
i=1

(xi − x′i)
2

) 1
2

This defines a Lipschitz continuous function f over its domain. Since Ω is open, f−1(Ω ∩ ({0} ×R)) ⊂ Rn−1 is
open due to continuity of f . In fact, A := f−1 ◦ prn(Ω∩ ({0}×R)) is the domain of definition for f (where prn

denotes projection onto n-th coordinate). Hence (2.53) follows. Writing sup
y, y′∈A

∣∣∣ f(y)−f(y′)
y−y′

∣∣∣ ≤ √
1−q2

q <∞ gives

Lipschitz continuous function (2.54).

To upgrade to C1 regularity, one needs tool that transits from Lipschitz continuity to C1.

Lemma 2.2.8 (Rademacher’s Theorem). Let Ω ⊂ Rn open and f : Ω → R locally Lipschitz continuous. Then
f is differentiable Ln-a.e. in Ω (Ln denotes n-dim Lebesgue measure).

Remark 2.2.1. Under same assumptions as Theorem 2.2.2, there exists f : A ⊂ Rn−1 → R Lipschitz continu-
ous with ∂E ∩ Ω = {(y, t) ∈ A× R | f(y) = t}. And for Ln−1-a.e. y ∈ A, for i = 1, · · · , n− 1

νi(x) =
Dif(y)√

1 + |Df(y)|2
, νn(x) =

1√
1 + |Df(y)|2

for x = (y, f(y)) ∈ ∂E ∩ Ω (2.55)

In fact, this holds are |DφE |-a.e. x = (y, f(y)) ∈ ∂E ∩ Ω.

Proof. Since f : A ⊂ Rn−1 → R Lipschitz continuous, by Rademacher’s 2.2.8, for Ln−1-a.e. y ∈ A, f(y) is
differentiable. Hence for Ln−1-a.e. y ∈ A, the quantities Dif(y) and

√
1 + |Df(y)|2 are well-defined. But since

∂E ∩ Ω has Lipschitz boundary, Trace Extension Property for φE ∈ BV (Ω) says in (2.8) that

DφE = n(x)dHn−1⌞∂E on Borel sets in Ω

where n denotes the classical inner unit normal w.r.t. ∂E. This immediately implies

• classical inner normal n is well-defined on Hn−1⌞∂E-a.e. x ∈ Ω. This is because the set in A ⊂ Rn−1

where Df does not exists has Ln−1 measure zero, and by one to one correspondence via x = (y, f(y)),
the set that n(x) is not defined has Hn−1⌞∂E measure zero.

• for points y ∈ A on which f is differentiable (from classical theory)

n(x) = n((y, f(y))) =

(
D1f(y)√

1 + |Df(y)|2
, · · · , Dn−1f(y)√

1 + |Df(y)|2
,

1√
1 + |Df(y)|2

)
(2.56)

One use the equivalence (2.7)

DφE = ν(x)|DφE | on Borel sets in Rn

to equate (2.8) with the Structure Theorem (2.34)

|DφE | = Hn−1⌞∂
∗E on Borel sets in Rn

So for Hn−1⌞∂∗E = |DφE |-a.e. x ∈ Ω, ν(x) = n(x). Recall the set that n(x) is not defined has Hn−1⌞∂E
measure zero, hence Hn−1⌞∂∗E-measure zero. We take the union of the two Hn−1⌞∂∗E measure zero sets
where either ν = n or (2.56) fails. Their union is still of Hn−1⌞∂∗E measure zero. One project such set
onto Rn−1 to obtain a Ln−1 measure zero set. Hence one has (2.55) for both Ln−1-a.e. y and |DφE |-a.e.
x = (y, f(y)) ∈ ∂E ∩ Ω.

Theorem 2.2.3 (C1 Regularity for ∂E). Ω ⊂ Rn open and E Caccioppoli set in Ω. If ν(x) exists for every
x ∈ ∂E ∩ Ω and is continuous. Then ∂E ∩ Ω is C1 hypersurface.
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Proof. By definition of reduced boundary, |ν(x)| = 1 on ∂∗E. But by Structure Theorem (2.36), ∂∗E = ∂E.
Using ν ∈ C(∂E ∩Ω;Rn) continuous, |ν(x)| = 1 on ∂E. Now for any z ∈ ∂E ∩Ω, one may cover z using B ball
small enough s.t. (2.52) holds upon rotating so that νn is close to xn axis pointing upwards. This is of course
applicable due to continuity of ν. And since we’re covering with balls that are convex objects, one may apply
Theorem 2.2.2 to obtain locally f with Lipschitz regularity whose graph is the boundary ∂E ∩ B. Applying
Remark 2.2.1, one has for Ln−1-a.e. y

Dif(y) =
νi(x)

νn(x)
for x = (y, f(y)) ∈ ∂E ∩B

Hence the derivative of f coincides a.e. y with a continuous function. This is equivalent to f ∈ C1 locally. Now
repeat for arbitrary point z ∈ ∂E ∩ Ω, one obtain ∂E ∩ Ω with C1 regularity.



Chapter 3

De Giorgi’s Lemma

In this chapter we develop the key lemma to tackle regularity theory for minimal sets, the De Giorgi’s lemma.

Definition 3.0.1 (Minimal Set). For Ω ⊂ Rn open, and E Caccioppoli Set. E is minimal in Ω if for any
F ⊂ Rn Borel s.t. F = E outside Ω, we have

P (E,Ω) =

ˆ
Ω

|DφE | ≤
ˆ
Ω

|DφF | = P (F,Ω)

From Theorem 1.1.5 we know the existence of Caccioppoli Set with minimal perimeter within bounded open Ω.
Given such minimizing set, we examine its regularity. In doing this, we need to approximate the minimal set,
and we shall introduce a measure of how close a set is to being minimal.

Definition 3.0.2 (ν and ψ). For Ω ⊂ Rn open, let f ∈ BV (Ω)

• ν(f,Ω) := inf{
´
Ω
|Dg| | g ∈ BV (Ω), supp(g − f) ⊂ Ω} and ψ(f,Ω) :=

´
Ω
|Df | − ν(f,Ω).

• If Ω = Bρ we write ν(f, ρ) := ν(f,Bρ) and ψ(f, ρ) := ψ(f,Bρ).

• If f = φE for some Caccioppoli set E, we write ν(E,Ω) := ν(φE ,Ω) and ψ(E,Ω) := ψ(φE ,Ω).

Remark 3.0.1. If E is a minimal set in bounded open Ω, then ψ(E,Ω) = 0.

Proof. If suffices to show ν(E,Ω) = inf{
´
Ω
|Dg| | g ∈ BV (Ω), supp(g − φE) ⊂ Ω} =

´
Ω
|DφE | = P (E,Ω). But

indeed φE ∈ BV (Ω) due to Caccioppoli, and supp(φE − φE) = ∅ ⊂ Ω, so ν(E,Ω) ≤
´
Ω
|DφE |. On the other

hand, for any ε > 0, there exists g ∈ BV (Ω) and supp(g − φE) ⊂ Ω s.t.

ν(E,Ω) + ε ≥
ˆ
Ω

|Dg|

Now using Coarea formula (1.28), we may write

ˆ
Ω

|Dg| =
ˆ ∞

−∞

ˆ
Ω

|Dφ{x∈Ω|g(x)<t}| dt

Hence

ν(E,Ω) + ε ≥
ˆ
Ω

|Dg| =
ˆ ∞

−∞

ˆ
Ω

|Dφ{x∈Ω|g(x)<t}| dt

≥
ˆ 1

0

ˆ
Ω

|Dφ{x∈Ω|g(x)<t}| dt

=

ˆ 1

0

ˆ
Ω

|Dφ{x∈Ω|g(x)>t}| dt

≥
ˆ 1

0

ˆ
Ω

|Dφ{x∈Rn|g(x)>t}| dt

≥
ˆ 1

0

ˆ
Ω

|DφE | dt =
ˆ
Ω

|DφE |

where we’ve used supp(g−φE) ⊂ Ω =⇒ g = φE outside Ω, so Ft := {x ∈ Rn | g(x) > t} satisfies Ft = E outside
Ω for any t ∈ (0, 1). This is necessary so we may apply minimality of E. We also used that {x ∈ Ω | g(x) < t}
and {x ∈ Ω | g(x) > t} mutually disjoint so they give same perimeter.

37
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We may now state the De Giorgi’s Lemma

Theorem 3.0.1 (De Giorgi’s Lemma). For any n ≥ 2 and α ∈ (0, 1), there exists positive constant σ =
σ(n, α) > 0 s.t. for any E ⊂ Rn Caccioppoli and ρ > 0 satisfying the following

ψ(E, ρ) :=

ˆ
Bρ

|DφE | − inf{
ˆ
Bρ

|Dg| | g ∈ BV (Bρ), supp(g − φE) ⊂ Bρ} = 0 (3.1)

ˆ
Bρ

|DφE | − |
ˆ
Bρ

DφE | < σ(n, α)ρn−1 (3.2)

Then ˆ
Bαρ

|DφE | − |
ˆ
Bαρ

DφE | < αn

(ˆ
Bρ

|DφE | − |
ˆ
Bρ

DφE |

)
(3.3)

Notice the important term

Definition 3.0.3 (Excess). Λ(E, ρ) := 1
ρn−1

{´
Bρ

|DφE | − |
´
Bρ
DφE |

}
.

Remark 3.0.2. Using Structure Theorem for Caccioppoli Set (2.34) and (2.35), one may write

ˆ
Bρ

|DφE | = Hn−1(∂
∗E ∩Bρ)

ˆ
Bρ

DφE =

ˆ
∂∗E∩Bρ

ν(x) dHn−1

Hence the Excess writes

Λ(E, ρ) =
1

ρn−1

{
Hn−1(∂

∗E ∩Bρ)− |
ˆ
∂∗E∩Bρ

ν(x) dHn−1|

}

as a measure of how much the direction of ν(x) changes in Bρ∩∂∗E. If Λ(E, ρ) is small, then ν(x) must remain
approximately in a constant direction and thus we expect results from Theorem 2.2.2.

3.1 Approximation of Minimal Sets - C1 Caccioppoli Sets

If E ∩Br are locally graphs of C1 function, i.e. E ∩Br = {(y, t) ∈ A×R | f(y) < t} ∩Br where A ⊂ Rn−1 and
f ∈ C1(A), then the boundary of our set E writes

∂E ∩Br = {(y, t) ∈ Rn | y ∈ A, t = f(y)}

and our measures |DφE |, DφE writes, recalling (2.55)

ˆ
Br

|DφE | =
ˆ
∂E∩Br

1 dHn−1 =

ˆ
A

√
1 + |Df(y)|2 dy (3.4)

ˆ
Br

DφE =

ˆ
∂E∩Br

ν(x) dHn−1

=

(ˆ
A

D1f(y) dy, · · · ,
ˆ
A

Dn−1f(y) dy,

ˆ
A

1 dy

)
(3.5)

Then the quantity

|
ˆ
Br

DφE | =

n−1∑
j=1

(ˆ
A

Djf(y) dy

)2

+ |A|2
 1

2

= |A|

n−1∑
j=1

(
1

|A|

ˆ
A

Djf(y) dy

)2

+ 1

 1
2

If we’re considering sets A approximated using Bρ ⊂ Rn−1, we may introduce notation for f ∈ C(Bρ)

(f)ρ :=
1

|Bρ|

ˆ
Bρ

f dx
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and rewrite the above as

|
ˆ
Br

DφE | ∼ |Bρ|

n−1∑
j=1

(
1

|Bρ|

ˆ
Bρ

Djf(y) dy

)2

+ 1

 1
2

= |Bρ|
√

1 + |(Df)ρ|2 =

ˆ
Bρ

√
1 + |(Df)ρ|2 dy

Thus the quantity to the LHS of (3.2) writes
ˆ
Br

|DφE | − |
ˆ
Br

DφE | ∼
ˆ

Bρ

√
1 + |Df(y)|2 dy −

ˆ
Bρ

√
1 + |(Df)ρ|2 dy (3.6)

With simplification using C1 boundary, it suffices to study quantities in the RHS of (3.6). Moreover, notice the
RHS is always non-negative due to choice of (Df)ρ as the average of Df over Bρ. Since both terms on RHS are
finite measures locally, their difference, which is non-negative, again defines a measure on Rn−1 that is locally
finite.
Now to minimize as in (3.1) the perimeter of E in Brˆ

Br

|DφE |

in C1 boundary case, we’re essentially minimizing
ˆ
A

√
1 + |Df(y)|2 dy

among all functions f ∈ C1(A). Yet for |Df | small, i.e., ∂E nearly flat in Bρ,
√

1 + |Df |2 is roughly 1+ 1
2 |Df |

2

via Taylor Expansion, so f minimize

I(f) =

ˆ
A

|Df |2 dx

That is, f must be nearly harmonic. Hence it is important to obtain estimates for harmonic functions which
approximate sequences of surfaces tending to a minimum. We have the analogue of the De Giorgi Lemma for
harmonic functions.

Lemma 3.1.1 (De Giorgi’s Lemma for harmonic functions). Suppose Bρ ⊂ Rm and u ∈ C1(Bρ) harmonic in
Bρ. Then for every α ∈ (0, 1)

ˆ
Bαρ

(
|Du|2 − |(Du)ρ|2

)
dx ≤ αm+2

ˆ
Bρ

(
|Du|2 − |(Du)ρ|2

)
dx (3.7)

Proof. A harmonic function u ∈ C1(Bρ) is automatically analytic in Bρ. Hence it may be written as Homoge-
neous Expansion, i.e., as series of homogeneous harmonic polynomials

u(x) =

∞∑
i=0

Vi(x) ∀x ∈ Bρ

Here

• Each Vi is a harmonic polynomial homogeneous of degree i

• Since we’re restricting to ball Bρ, Vi are orthogonal.

• In particular, for j ̸= k
ˆ

Bαρ

⟨DVj , DVk⟩dx =

ˆ
Bρ

⟨DVj , DVk⟩dx = 0

• Since DVi preserves harmonicity, for any j ≥ 2
ˆ

Bαρ

DVjdx =

ˆ
Bρ

DVjdx = 0

Hence by Mean Value Property

(Du)ρ =
1

|Bρ|

ˆ
Bρ

Dudx =
1

|Bρ|

ˆ
Bρ

∞∑
i=0

DVi dx =
1

Bρ

ˆ
Bρ

DV1 dx = DV1(0) = DV1
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Combining above and using orthogonality, one hasˆ
Bρ

(
|Du|2 − |(Du)ρ|2

)
dx =

∞∑
j=2

ˆ
Bρ

|DVj |2 dx

ˆ
Bαρ

(
|Du|2 − |(Du)ρ|2

)
dx =

∞∑
j=2

ˆ
Bαρ

|DVj |2 dx

Finally noting
∞∑
j=2

ˆ
Bαρ

|DVj |2(x) dx =

∞∑
j=2

ˆ
Bρ

|DVj |2(αy)αmdy = αm
∞∑
j=2

ˆ
Bρ

α2j−2|DVj |2(y) dy

≤ αm+2
∞∑
j=2

ˆ
Bρ

|DVj |2(y) dy

One has an analogue of the De Giorgi Lemma for sequence of C1 functions whose

• gradients tend to zero

• Excess has control via βj positive constants, and do not differ much from harmonic functions in the sense
that their defined surfaces are close.

Lemma 3.1.2 (De Giorgi’s Lemma for C1 functions approximating harmonic functions). Suppose Bρ ⊂ Rm.
Let ωj ∈ C1(Bρ) be sequence of C1 functions and uj ∈ C1(Bρ) harmonic functions s.t.

uj = ωj on ∂Bρ

Suppose for {βj} ⊂ R+ sequence of positive numbers s.t.

lim
j→∞

sup
x∈Bρ

|Dωj(x)| = 0 (3.8)

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2

)
dx ≤ βj (3.9)

lim sup
j→∞

1

βj

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |Duj |2

)
dx = 0 (3.10)

Then for any α ∈ (0, 1)

lim sup
j→∞

1

βj

ˆ
Bαρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)αρ|2

)
dx ≤ αm+2 (3.11)

Proof. Before we start, we first derive some inequalities that we need. For any x, y ∈ R+, we taylor expand√
1 + y at the point x. This gives us for some ξ between x and y√

1 + y =
√
1 + x+

y − x

2
√
1 + x

− (y − x)2

8(1 + ξ)
3
2

Write x = B2 and y = A2, hence ξ is between A2 and B2, and thus nonnegative. We obtain√
1 +A2 −

√
1 +B2 ≤ A2 −B2

2
√
1 +B2

(3.12)

now for B2 < 3, we have 4(1 + ξ)
3
2 ≥ 4 >

√
1 +B2, hence − 1

8(1+ξ)
3
2
> − 1

2
√
1+B2

and

√
1 +A2 −

√
1 +B2 − A2 −B2

2
√
1 +B2

= − (A2 −B2)2

8(1 + ξ)
3
2

> − (A2 −B2)2

2
√
1 +B2

(3.13)

On the other hand, let A, B, C ∈ Rm, for any ε > 0

|A−B|2 =

m∑
i=1

(Ai −Bi)
2 =

m∑
i=1

(Ai − Ci + Ci −Bi)
2

≤
m∑
i=1

(Ai − Ci)
2 + 2

m∑
i=1

(Ai − Ci)(Ci −Bi) +

m∑
i=1

(Ci −Bi)
2

2(Ai − Ci)(Ci −Bi) =

√
2√
ε
(Ai − Ci)

√
2
√
ε(Ci −Bi)

≤ 1

ε
(Ai − Ci)

2 + ε(Ci −Bi)
2
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Hence

|A−B|2 ≤ (1 +
1

ε
)

m∑
i=1

(Ai − Ci)
2 + (1 + ε)

m∑
i=1

(Ci −Bi)
2 = (1 +

1

ε
)|A− C|2 + (1 + ε)|B − C|2 (3.14)

(i) Our main goal is to bound

lim sup
j→∞

1

βj

ˆ
Bαρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)αρ|2

)
dx

in terms of αm+2. In the first step we reduce the LHS to

1

2
lim sup
j→∞

1

βj

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 dx

To do so, apply (3.12) with A = |Dωj | and B = |(Dωj)αρ| so that√
1 + |Dωj |2 −

√
1 + |(Dωj)αρ|2 ≤ |Dωj |2 − |(Dωj)αρ|2

2
√

1 + |(Dωj)αρ|2

Notice that

|Dωj − (Dωj)αρ|2 =

m∑
i=1

(
Diωj −

1

|Bαρ|

ˆ
Bαρ

Diωj dx

)2

=

m∑
i=1

Diω
2
j −

2

|Bαρ|

(ˆ
Bαρ

Diωj

)
Diωj +

1

|Bαρ|2

(ˆ
Bαρ

Diωj

)2


=⇒
ˆ

Bαρ

|Dωj − (Dωj)αρ|2 =

m∑
i=1

ˆ
Bαρ

Diω
2
j −

2

|Bαρ|

m∑
i=1

(ˆ
Bαρ

Diωj

)2

+
1

|Bαρ|

m∑
i=1

(ˆ
Bαρ

Diωj

)2

=

ˆ
Bαρ

|Dωj |2 −
m∑
i=1

1

|Bαρ|

(ˆ
Bαρ

Diωj

)2

=

ˆ
Bαρ

|Dωj |2 − |Bαρ|
m∑
i=1

((Diωj)αρ)
2

=

ˆ
Bαρ

|Dωj |2 −
ˆ

Bαρ

|(Dωj)αρ|2

Also note that due to minimization of (Dωj)αρ over Bαρ, one hasˆ
Bαρ

|Dωj − (Dωj)αρ|2 dx ≤
ˆ

Bαρ

|Dωj − (Dωj)ρ|2 dx

Hence one obtain boundˆ
Bαρ

√
1 + |Dωj |2 −

√
1 + |(Dωj)αρ|2 dx ≤

ˆ
Bαρ

|Dωj |2 − |(Dωj)αρ|2

2
√

1 + |(Dωj)αρ|2
dx

≤
ˆ

Bαρ

|Dωj |2 − |(Dωj)αρ|2

2
dx

=

ˆ
Bαρ

|Dωj − (Dωj)αρ|2

2
dx

≤ 1

2

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 dx

(ii) In the second step we bound our previous term
´

Bαρ
|Dωj − (Dωj)ρ|2 dx part using |Dωj − (Dωj)ρ|2 on

the unscaled ball Bρ and the other part using |Dωj −Duj |2 on Bρ. The key is to go from scaled domain
to the unscaled domain using (3.7) for harmonic functions. This throws the scaling parameter α from the
domain to coefficients of the RHS. To do so, first use (3.14) for A = Dωj , B = (Dωj)ρ and C = Duj . Fix
any ε > 0

IIIαρ :=

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 dx ≤
(
1 +

1

ε

)ˆ
Bαρ

|Dωj −Duj |2 dx+ (1 + ε)

ˆ
Bαρ

|Duj − (Dωj)ρ|2 dx

=:

(
1 +

1

ε

)
Iαρ + (1 + ε) IIαρ (3.15)
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Since uj = ωj on ∂Bρ, we may apply Gauss-Green Theorem, denoting ν as outer unit normal on ∂Bρ

(Dωj)ρ =
1

|Bρ|

ˆ
∂Bρ

ωjν(x) dHn−1 =
1

|Bρ|

ˆ
∂Bρ

ujν(x) dHn−1 = (Duj)ρ

hence using (3.7)

IIαρ =

ˆ
Bαρ

|Duj − (Dωj)ρ|2 dx =

ˆ
Bαρ

|Duj − (Duj)ρ|2 dx

≤ αm+2

ˆ
Bρ

|Duj − (Duj)ρ|2 dx

= αm+2

ˆ
Bρ

|Duj − (Dωj)ρ|2 dx =: αm+2IIρ

Again applying (3.14) with A = Duj , B = (Dωj)ρ and C = Dωj to the last term
´

Bρ
|Duj − (Dωj)ρ|2 dx

gives us

IIρ =

ˆ
Bρ

|Duj − (Dωj)ρ|2 dx ≤
(
1 +

1

ε

)ˆ
Bρ

|Duj −Dωj |2 dx+ (1 + ε)

ˆ
Bρ

|Dωj − (Dωj)ρ|2 dx

=

(
1 +

1

ε

)
Iρ + (1 + ε) IIIρ

Hence the above summarizes to

IIαρ ≤ αm+2IIρ ≤ αm+2

(
1 +

1

ε

)
Iρ + αm+2 (1 + ε) IIIρ

Also notice the trivial bound

Iαρ =

ˆ
Bαρ

|Dωj −Duj |2 dx ≤
ˆ

Bρ

|Dωj −Duj |2 dx = Iρ

So plugging the two into (3.15) yields

IIIαρ =

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 dx

≤
(
1 +

1

ε

)ˆ
Bρ

|Dωj −Duj |2 dx+ (1 + ε)αm+2

ˆ
Bρ

|Duj − (Dωj)ρ|2 dx =

(
1 +

1

ε

)
Iρ + (1 + ε)αm+2IIρ

≤
(
1 +

1

ε

)ˆ
Bρ

|Dωj −Duj |2 dx+ (1 + ε)αm+2

(
(1 +

1

ε
)

ˆ
Bρ

|Duj −Dωj |2 dx+ (1 + ε)

ˆ
Bρ

|Dωj − (Dωj)ρ|2 dx

)

=

(
1 +

1

ε

)
Iρ + (1 + ε)αm+2

(
1 +

1

ε

)
Iρ + (1 + ε)

2
αm+2IIIρ

= (1 + ε)
2
αm+2

ˆ
Bρ

|Dωj − (Dωj)ρ|2 dx+

(
1 +

1

ε

)(
1 + (1 + ε)αm+2

) ˆ
Bρ

|Dωj −Duj |2 dx

= (1 + ε)
2
αm+2IIIρ +

(
1 +

1

ε

)(
1 + (1 + ε)αm+2

)
Iρ

=: (1 + ε)
2
αm+2

ˆ
Bρ

|Dωj − (Dωj)ρ|2 dx+Q(ε, α,m)

ˆ
Bρ

|Dωj −Duj |2 dx

Hence we’ve arrived at
IIIαρ ≤ (1 + ε)

2
αm+2IIIρ +Q(ε, α,m)Iρ

i.e.ˆ
Bαρ

|Dωj−(Dωj)ρ|2 dx ≤ (1 + ε)
2
αm+2

ˆ
Bρ

|Dωj−(Dωj)ρ|2 dx+Q(ε, α,m)

ˆ
Bρ

|Dωj−Duj |2 dx (3.16)

(iii) In the third step we bound the first term on RHS of (3.16) upon dividing by βj , using our assumptions.
Recall, as in Step 1 ˆ

Bρ

|Dωj − (Dωj)ρ|2 dx =

ˆ
Bρ

|Dωj |2 − |(Dωj)ρ|2 dx
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and it suffices to bound the RHS. We apply (3.13) with A = |Dωj | and B = |(Dωj)ρ| so that√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2 >

1

2
√
1 + |(Dωj)ρ|2

(
|Dωj |2 − |(Dωj)ρ|2 −

(
|Dωj |2 − |(Dωj)ρ|2

)2)
Note (3.13) is valid for j large enough as (3.8) ensures lim

j→∞
|(Dωj)ρ| = 0 hence B = |(Dωj)ρ| < 3. We

need to deal with the second term on RHS
(
|Dωj |2 − |(Dωj)ρ|2

)2
. Note the model for arbitrary x, y ∈ Rm

|x|2 − |y|2 =

m∑
i=1

(x2i − y2i ) =

m∑
i=1

(xi + yi)(xi − yi)

=

m∑
i=1

(xi)(xi − yi) +

m∑
i=1

(yi)(xi − yi)

≤

(
m∑
i=1

(xi)
2

) 1
2
(

m∑
i=1

(xi − yi)
2

) 1
2

+

(
m∑
i=1

(yi)
2

) 1
2
(

m∑
i=1

(xi − yi)
2

) 1
2

= (|x|+ |y|) |x− y|
=⇒ (|x|2 − |y|2)2 ≤ (|x|+ |y|)2 |x− y|2

Let x = Dωj and y = (Dωj)ρ, we have

(
|Dωj |2 − |(Dωj)ρ|2

)2 ≤

(
sup
Bρ

|Dωj |+ |(Dωj)ρ|

)2

|Dωj − (Dωj)ρ|2 =: mj |Dωj − (Dωj)ρ|2

Thus under the integral over Bρ

ˆ
Bρ

√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2 >

ˆ
Bρ

1

2
√

1 + |(Dωj)ρ|2
(
|Dωj |2 − |(Dωj)ρ|2 −

(
|Dωj |2 − |(Dωj)ρ|2

)2)
≥
ˆ

Bρ

1

2
√

1 + |(Dωj)ρ|2
(
|Dωj |2 − |(Dωj)ρ|2 −mj |Dωj − (Dωj)ρ|2

)
=

ˆ
Bρ

1

2
√

1 + |(Dωj)ρ|2
(
|Dωj |2 − |(Dωj)ρ|2 −mj

(
|Dωj |2 − |(Dωj)ρ|2

))
=

1−mj

2
√
1 + |(Dωj)ρ|2

ˆ
Bρ

(
|Dωj |2 − |(Dωj)ρ|2

)
Reversing the inequality and using (3.9)

IIIρ =

ˆ
Bρ

(
|Dωj |2 − |(Dωj)ρ|2

)
≤

2
√
1 + |(Dωj)ρ|2
1−mj

ˆ
Bρ

√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2 (3.17)

≤
2
√
1 + |(Dωj)ρ|2
1−mj

βj

Thus taking lim sup on both sides gives

lim sup
j→∞

1

βj
IIIρ = lim sup

j→∞

1

βj

ˆ
Bρ

(
|Dωj |2 − |(Dωj)ρ|2

)
≤ 2 (3.18)

(iv) In the fourth step we bound the second term on RHS of (3.16) upon dividing by βj . Again, as in Step 1

|Dωj −Duj |2 =

m∑
i=1

(Diωj −Diuj)
2

=

m∑
i=1

(
Diω

2
j − 2DiωjDiuj +Diu

2
j

)
Notice that we may apply Green’s first identity. Using that uj is harmonic in Bρ hence ∆uj = 0 in Bρ,
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and that uj = ωj on ∂Bρ

ˆ
Bρ

m∑
i=1

DiωjDiuj =

ˆ
∂Bρ

ωj
∂uj
∂ν

dHn−1 −
ˆ

Bρ

∆uj ωj dx

=

ˆ
∂Bρ

ωj
∂uj
∂ν

dHn−1 =

ˆ
∂Bρ

uj
∂uj
∂ν

dHn−1

ˆ
Bρ

m∑
i=1

Diu
2
j dx =

ˆ
∂Bρ

uj
∂uj
∂ν

dHn−1 −
ˆ

Bρ

∆uj uj dx

=

ˆ
∂Bρ

uj
∂uj
∂ν

dHn−1

=⇒ Iρ =

ˆ
Bρ

|Dωj −Duj |2 =

ˆ
Bρ

|Dωj |2 − 2

ˆ
∂Bρ

uj
∂uj
∂ν

dHn−1 +

ˆ
∂Bρ

uj
∂uj
∂ν

dHn−1

=

ˆ
Bρ

|Dωj |2 −
ˆ
∂Bρ

uj
∂uj
∂ν

dHn−1

=

ˆ
Bρ

|Dωj |2 −
ˆ

Bρ

|Duj |2

It suffices to bound
´

Bρ
|Dωj |2 −

´
Bρ

|Duj |2. To do so, write

Iρ =

ˆ
Bρ

|Dωj |2 −
ˆ

Bρ

|Duj |2 =

ˆ
Bρ

(
|Dωj |2 − |(Dωj)ρ|2

)
+

ˆ
Bρ

(
|(Dωj)ρ|2 − |Duj |2

)
=: IIIρ − IIρ

For IIIρ, apply (3.17) from Step 3 so

IIIρ ≤
2
√
1 + |(Dωj)ρ|2
1−mj

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2

)
dx

For IIρ, we apply (3.12) with A = |Duj | and B = |(Dωj)ρ| to obtain√
1 + |Duj |2 −

√
1 + |(Dωj)ρ|2 ≤ |Duj |2 − |(Dωj)ρ|2

2
√

1 + |(Dωj)ρ|2

|(Dωj)ρ|2 − |Duj |2 ≤ 2
√

1 + |(Dωj)ρ|2
(√

1 + |(Dωj)ρ|2 −
√
1 + |Duj |2

)
=⇒ −IIρ =

ˆ
Bρ

|(Dωj)ρ|2 − |Duj |2 ≤ 2
√

1 + |(Dωj)ρ|2
ˆ

Bρ

(√
1 + |(Dωj)ρ|2 −

√
1 + |Duj |2

)
dx

Thus combining above gives

Iρ =

ˆ
Bρ

|Dωj |2 −
ˆ

Bρ

|Duj |2 =

ˆ
Bρ

(
|Dωj |2 − |(Dωj)ρ|2

)
+

ˆ
Bρ

(
|(Dωj)ρ|2 − |Duj |2

)
= IIIρ − IIρ

≤
2
√
1 + |(Dωj)ρ|2
1−mj

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2

)
+ 2
√
1 + |(Dωj)ρ|2

ˆ
Bρ

(√
1 + |(Dωj)ρ|2 −

√
1 + |Duj |2

)

= 2
√
1 + |(Dωj)ρ|2

(
1

1−mj

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2

)
+

ˆ
Bρ

(√
1 + |(Dωj)ρ|2 −

√
1 + |Duj |2

))
For the last term, write

ˆ
Bρ

(√
1 + |(Dωj)ρ|2 −

√
1 + |Duj |2

)
=

ˆ
Bρ

(√
1 + |(Dωj)ρ|2 −

√
1 + |Dwj |2

)
+

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |Duj |2

)
= −

ˆ
Bρ

(√
1 + |Dwj |2 −

√
1 + |(Dωj)ρ|2

)
+

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |Duj |2

)
observe

1

1−mj
− 1 =

1− (1−mj)

1−mj
=

mj

1−mj
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so we add back

Iρ =

ˆ
Bρ

|Dωj |2 −
ˆ

Bρ

|Duj |2

= 2
√
1 + |(Dωj)ρ|2

(
mj

1−mj

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2

)
+

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |Duj |2

))

≤ 2
√
1 + |(Dωj)ρ|2

(
mj

1−mj
βj +

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |Duj |2

))
Now divide by βj

1

βj

(ˆ
Bρ

|Dωj |2 −
ˆ

Bρ

|Duj |2
)

≤ 2
√
1 + |(Dωj)ρ|2

(
mj

1−mj
+

1

βj

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |Duj |2

))
Notice due to sup

Bρ

|Dωj |+ |(Dωj)ρ| = mj → 0 from (3.8)

lim sup
j→∞

mj

1−mj
= 0

So taking lim sup on both sides and using (3.10) gives

lim sup
j→∞

1

βj
Iρ = lim sup

j→∞

1

βj

(ˆ
Bρ

|Dωj |2 −
ˆ

Bρ

|Duj |2
)

≤ 0 (3.19)

(v) In our final step, we put things together. In particular, we plug (3.18) and (3.19) into (3.16)ˆ
Bαρ

|Dωj − (Dωj)ρ|2 ≤ (1 + ε)
2
αm+2

ˆ
Bρ

|Dωj − (Dωj)ρ|2 +Q(ε, α,m)

ˆ
Bρ

|Dωj −Duj |2

1

βj

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 ≤ 1

βj
(1 + ε)

2
αm+2

ˆ
Bρ

|Dωj − (Dωj)ρ|2 +
1

βj
Q(ε, α,m)

ˆ
Bρ

|Dωj −Duj |2

Taking lim sup on both sides yields

lim sup
j→∞

1

βj

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 ≤ 2(1 + ε)2αm+2

Going back to Step 1 yields

lim sup
j→∞

1

βj

ˆ
Bαρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)αρ|2

)
dx

≤ 1

2
lim sup
j→∞

1

βj

ˆ
Bαρ

|Dωj − (Dωj)ρ|2 dx

≤ (1 + ε)2αm+2

For any ε > 0. Taking ε→ 0 on RHS and conclude (3.11).

Now instead of looking at C1 functions, we look at the sets determined by the functions via (3.4). In particular,
we replace the condition (3.10) with a condition saying that sets tend to a minimum.

• Let Bρ ⊂ Rm and ωj ∈ C1(Bρ)

• Wj := {(x, t) ∈ Bρ × R | t < ωj(x)}

• Qj := {(x, t) ∈ Bρ × R | min
x∈Bρ

ωj(x)− 1 < t < max
x∈Bρ

ωj(x) + 1}

Lemma 3.1.3 (De Giorgi’s Lemma for C1 functions representing sets approximating flat boundary). Suppose
Bρ ⊂ Rm. Let ωj ∈ C1(Bρ) be sequence of C1 functions. Let {βj} ⊂ R+ be sequence of positive numbers s.t.

lim
j→∞

sup
x∈Bρ

|Dωj(x)| = 0 (3.20)

ˆ
Bρ

(√
1 + |Dωj |2 −

√
1 + |(Dωj)ρ|2

)
dx ≤ βj (3.21)

lim
j→∞

1

βj
ψ(Wj , Qj) = 0 (3.22)
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Then for any α ∈ (0, 1)

lim sup
j→∞

1

βj

ˆ
Bαρ

(√
1 + |Dωj |2 −

√
1 + |(Dω)αρ|2

)
dx ≤ αm+2 (3.23)

Proof. By Perron’s Method, one may construct uj ∈ C1(Bρ) harmonic in Bρ s.t. uj = ωj on ∂Bρ. Recall from
(3.4)

P (Wj , Qj) =

ˆ
Qj

|DφWj
| =

ˆ
Bρ

√
1 + |Dωj |2

Then

Figure 3.1: ωj , uj and Qj

ˆ
Bρ

√
1 + |Dωj |2 −

ˆ
Bρ

√
1 + |Duj |2 ≤

ˆ
Qj

|DφWj
| − inf{

ˆ
Qj

|Dg| | g ∈ BV (Qj), supp(g − φWj
) ⊂ Qj}

= ψ(Wj , Qj)

Since uj itself defines g := φ{(x,t)∈Bρ×R|t<uj(x)}, and indeed supp(g − φWj ) ⊂ Qj due to construction of uj .
Now one may apply Lemma 3.1.2.

Lemma 3.1.4 (De Giorgi’s Lemma for C1 Caccioppoli Sets). Let {Lj} be sequence of Caccioppoli sets in Rn.
Let {βj} ⊂ R+ be sequence of positive numbers, and ρ > 0 s.t. ∂Lj ∩Bρ is C1 hypersurface, and

lim
j→∞

inf
∂Lj∩Bρ

νjn(x) = 1 for νj(x) the normal to Lj at the point x (3.24)

ˆ
Bρ

|DφLj
| − |

ˆ
Bρ

DφLj
| ≤ βj (3.25)

lim
j→∞

1

βj
ψ(Lj , ρ) = 0 (3.26)

Then for any α ∈ (0, 1)

lim sup
j→∞

1

βj

(ˆ
Bαρ

|DφLj
| − |

ˆ
Bαρ

DφLj
|

)
≤ αn+1 (3.27)
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Proof. Assume for contradiction, i.e., there exists a sequence of Caccioppoli Sets {Lj}, a sequence {βj} ⊂ R+

and ρ > 0 s.t. ∂Lj ∩Bρ is C1 hypersurface and (3.24) to (3.26) holds, yet for some α ∈ (0, 1), we obtain

lim
j→∞

1

βj

(ˆ
Bαρ

|DφLj | − |
ˆ
Bαρ

DφLj |

)
> αn+1 (3.28)

(i) Since (3.24) ensures νjn(x) converges to 1 for any x ∈ ∂Lj ∩ Bρ, we may assume νjn(x) ≥ q >
√
2
2 for

every x ∈ ∂Lj ∩ Bρ for j sufficiently large. From Theorem 2.2.2 and Theorem 2.2.3, since νjn exists
everywhere and ∂Lj ∩Bρ are C1 boundaries, we know there exists open set Aj ⊂ Rn−1 and C1 functions
ωj : Aj ⊂ Rn−1 → R s.t.

∂Lj ∩Bρ = {(y, t) ∈ Rn−1 × R | y ∈ Aj , t = ωj(y)}

Moreover, since νjn >
√
2
2 satisfies (2.52), we have bound on

|ωj(y)− ωj(y
′)| ≤

√
1− q2

q
|y − y′|

for any y, y′ ∈ Aj . Thus as j → ∞, (3.24) ensures q → 1, and the bound yields

sup
y, y′∈Aj

|ωj(y)− ωj(y
′)

y − y′
| ≤

√
1− q2

q
=⇒ lim

j→∞
sup
Aj

|Dωj | = 0 (3.29)

On the other hand, since we’re considering ∂Lj ∩ Bρ, it is guaranteed that sup
Aj

|ωj | ≤ ρ for any j large.

Hence {inf
Aj

ωj}j ⊂ [−ρ, ρ] is bounded sequence in R, by Bolzano Weierstrass, there exists a convergent

subsequence and constant c ∈ [−ρ, ρ] s.t.
lim
j→∞

inf
Aj

ωj = c (3.30)

We claim that c2 < ρ2. If not, i.e., c2 = ρ2, then since lim
j→∞

sup
Aj

|Dωj | = 0, for j sufficiently large, we

eventually reach lim
j→∞

|ω| = ρ, i.e., ∂Lj ∩Bαρ = ∅ for α ∈ (0, 1). But this contradicts assumption (3.28).

(ii) Due to (3.29) and (3.30), for any ε > 0, there exists jε,1 > 0 s.t. for any j ≥ jε,1, one has

|ωj(x)− c| < ε ∀ x ∈ Aj (3.31)

Since c is constant, let σ2 = ρ2 − c2 > 0, there exists jε ≥ jε,1 s.t. for balls Bσ+ε, Bσ−ε ⊂ Rn−1

Bσ−ε ⊆ Aj ⊆ Bσ+ε ∀ j ≥ jε ≥ jε,1

And on the set (Bσ−ε × R) ∩Bρ with piecewise smooth boundary, we have from (1.4) thatˆ
(Bσ−ε×R)∩Bρ

DφLj =

ˆ
∂Lj∩(Bσ−ε×R)∩Bρ

νj(x)dHn−1 ∀ j ≥ jε

In particular, via change of variables and computations (3.4) and (3.5), for any j ≥ jεˆ
(Bσ−ε×R)∩Bρ

|DφLj
| =

ˆ
Bσ−ε

√
1 + |Dωj(y)|2 dy

ˆ
(Bσ−ε×R)∩Bρ

DiφLj
=

ˆ
∂Lj∩(Bσ−ε×R)∩Bρ

νji (x)dHn−1 =

ˆ
Bσ−ε

Diωj dy i = 1, · · · , n− 1

ˆ
(Bσ−ε×R)∩Bρ

DnφLj
=

ˆ
Bσ−ε

1 dy = |Bσ−ε|

|
ˆ
(Bσ−ε×R)∩Bρ

DφLj
| =

n−1∑
i=1

(ˆ
Bσ−ε

Diωj dy

)2

+ |Bσ−ε|2
 1

2

= |Bσ−ε|

n−1∑
i=1

(
1

|Bσ−ε|

ˆ
Bσ−ε

Diωj dy

)2

+ 1

 1
2

= |Bσ−ε|

(
n−1∑
i=1

((Diωj)σ−ε)
2
+ 1

) 1
2

= |Bσ−ε|
√
1 + |(Dωj)σ−ε|2

=

ˆ
Bσ−ε

√
1 + |(Dωj)σ−ε|2 dy
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Figure 3.2: Bσ−ε ⊆ Aj ⊆ Bσ+ε

as in (3.6), we obtain
ˆ
(Bσ−ε×R)∩Bρ

|DφLj
| − |

ˆ
(Bσ−ε×R)∩Bρ

DφLj
| =

ˆ
Bσ−ε

√
1 + |Dωj(y)|2 dy −

ˆ
Bσ−ε

√
1 + |(Dωj)σ−ε|2 dy

Notice the above defines locally a finite measure (in particular, non-negative and monotonic) on Rn. Hence
ˆ

Bσ−ε

√
1 + |Dωj(y)|2 dy −

ˆ
Bσ−ε

√
1 + |(Dωj)σ−ε|2 dy =

ˆ
(Bσ−ε×R)∩Bρ

|DφLj
| − |

ˆ
(Bσ−ε×R)∩Bρ

DφLj
|

≤
ˆ
Bρ

|DφLj | − |
ˆ
Bρ

DφLj | ≤ βj

Thus we’re ready to apply Lemma 3.1.3 and obtain from (3.23) that for any 0 < γ < 1

lim sup
j→∞

1

βj

ˆ
Bγ(σ−ε)

(√
1 + |Dωj(y)|2 −

√
1 + |(Dω)γ(σ−ε)|2

)
dy ≤ γn+1 (3.32)

(iii) Recall definition for Aj . We may rewrite

Aj = {y ∈ Rn−1 | (y, ωj(y)) ∈ Bρ}

It’s reasonable to consider its subset

Cj := {y ∈ Aj | (y, ωj(y)) ∈ Bαρ}

The same argument from (3.31) indicates there exists jε,2 for any j ≥ jε,2

|ωj(x)− c| < αε ∀ x ∈ Cj ⊂ Aj

Also notice c2 < α2ρ2 for the same reason as c2 < ρ2. Hence

α2σ2 = α2(ρ2 − c2) > α2ρ2 − c2 > 0
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In particular

ασ >
√
α2ρ2 − c2 =⇒ α(σ + ε) >

√
α2ρ2 − c2 + αε

so so there exists j′ε ≥ jε,2 s.t. for any j ≥ j′ε

Figure 3.3: Cj ⊆ B√
α2ρ2−c2+αε

⊆ Bα(σ+ε)

Cj ⊆ B√
α2ρ2−c2+αε

⊆ Bα(σ+ε)

Now on the other handˆ
Bαρ

|DφLj
| − |

ˆ
Bαρ

DφLj
| ≤

ˆ
(Bα(σ+ε)×R)∩Bρ

|DφLj
| − |

ˆ
(Bα(σ+ε)×R)∩Bρ

DφLj
|

=

ˆ
Bα(σ+ε)

√
1 + |Dωj(y)|2 dy −

ˆ
Bα(σ+ε)

√
1 + |(Dωj)α(σ+ε)|2 dy

Take γ = ασ+ε
σ−ε in (3.32) and combining with above, we obtain

lim sup
j→∞

1

βj

ˆ
Bαρ

|DφLj | − |
ˆ
Bαρ

DφLj | ≤
(
α
σ + ε

σ − ε

)n+1

= αn+1

(
σ + ε

σ − ε

)n+1

Let ε→ 0 to reach a contradiction against (3.28).
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